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This article proposes a statistical numerical method to address gas kinetics problems obeying the
Boltzmann equation. This method is inspired by Monte-Carlo algorithms used in linear transport
physics, where virtual particles are followed backwards in time along their paths. The non-linear
character of gas kinetics translates, in the numerical simulations presented here, into branchings of
the virtual particle paths. The obtained algorithms have displayed in the few tests presented here
two noticeable qualities: (1) they involve no mesh, and (2) they allow one to easily compute the gas
density at rarefied places of the phase space, for example at high kinetic energy.
Keywords: Monte-Carlo method; branching random process; integral formulation; unbiased estimator; non-
linear Boltzmann equation; gas kinetics

I. INTRODUCTION

We appraise the possibility of using the Monte-Carlo
Method (MCM) to tackle the non-linear Boltzmann
model for gas dynamics. In paragraph I:a below, we recall
the corresponding equation. Then, in Par. I:b, the design
of the classical DSMC method to solve it is briefly pre-
sented. In Par. I:c, we present the relevance of MCM as
a tool to tackle linear transport models, and the reasons
why to try to extend it to non-linear cases. In Par. I:d, we
list some successful improvements that have been made
so far towards such an extension. Finally, in Par. I:e,
we present how that recent progress can be combined to
translate the Boltzmann model into a MCM practice.
a. We aim to solve the Boltzmann equation for

mono-atomic gas in rarefied regimes. This equation reads
[1]

D(f) = CB(f), (1a)

where f is the distribution function of molecules at time t
over positions ~r and velocities ~c, D is the particle deriva-
tive

D(f)(~r;~c; t) =
∂tf(~r;~c; t) + ~c · ~∇~r f(~r;~c; t) + ~∇~c · [f(~r;~c; t)~a(~r;~c; t)],

(1b)

∗ Corresponding author: gterree@mines-albi.fr

~a is the acceleration vector of molecules due to long-range
forces, CB is the Boltzmann collision operator

CB(f)(~r;~c; t) =
∫

Ec

d~c∗

∫

Eu

d~u′ g σF(g; ~u′ · ~u~g)×

[f(~r;~c ′; t)f(~r;~c ′∗; t)− f(~r;~c; t)f(~r;~c∗; t)], (1c)

Ec and Eu denote respectively the spaces of velocities
and directions (so Eu is the unit sphere of Ec), ~c∗ is the
velocity of the collision partner of a molecule at (~r;~c; t),
~u′ is the incoming direction of this molecule in the colli-
sion barycentric frame,





~g = ~c− ~c∗
g = ‖~g‖
~u~g = ~g/g

~c ′ = 1
2 (~c+ ~c∗ + g~u′)

~c ′∗ = 1
2 (~c+ ~c∗ − g~u′)

, (1d)

i.e., ~u~g is the exiting direction of the molecule in the
collision barycentric frame and g is the relative speed
of colliding molecules, and σF is the differential collision
cross-section.

The Boltzmann equation (1) is non-linear due to the
collision operator CB.
b. A usual way of solving the Boltzmann equa-

tion (1) is the Direct Simulation Monte Carlo (DSMC)
method [2–5]. The numerical schemes of the DSMC fam-
ily [illustrated in Fig. 1(a)] share the following operating
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(a) (b)

FIG. 1. Illustration of two numerical methods in gas kinetics, for computing the molecule density at a given time and at a
given point inside a rectangular domain: (a) the methods of the Direct Simulation Monte-Carlo family, and (b) the method
presented in the present article.
(a) The DSMC methods are designed as analogies of the gas kinetics. Virtual molecules (green circles) are introduced at
the initial condition or at some boundaries (which is illustrated on two molecules with red crosses). Then, trajectories of
molecules are built by iterating a two-step process of advection and collision (two molecule trajectories are displayed with
broken black arrows). To implement collisions between pairs of molecules, all molecules histories are built simultaneously.
Since the virtual molecules never cross exactly, a proximity criterion is introduced (black circle in a highlighted cell of a grid) to
identify potential collision partners, and the collisions are made to occur with suitable probability. The virtual molecules must
be numerous enough for their swarm to statistically represent the density field, for computing accurately the collision statistics.
This method requires one to solve the evolution of the entire field from initial condition up to the final time of interest.
(b) The method we present starts from the location and final time of interest (probe point, eye). From there, molecules’ paths
(plain lines) are sampled backwards in time (as shown by the way of arrows) up to the initial condition or boundaries (red
crosses). Collision events are sampled along these paths (forking dashed lines). The collision partner properties needed to
resolve the collision output being unknown, they are themselves sampled at the collision points using the same algorithm as
for the probe point. Since these potential collision partners can themselves encounter collisions, the algorithm is branching. In
this way, the branching algorithm builds particle trees, where the probe point is the root and the red crosses are the leaves.

principles: they build the story of a swarm of statistically
representative molecules, and because these cannot cross
exactly, collisions are introduced using a proximity crite-
rion [2–5]. Many variants are used today, depending, for
example, on the collision quadrature used in time and
space [6, 7], or on whether an Eulerian fluid model is
used together with the DSMC formulation [8, 9]. In the
DSMC method, the non-linearity of the collision operator
is handled with discretization of time and space, which
underpins the proximity criteria which pilot the choice of
molecules to make collide.
c. As an alternative, we present here the possibility

of extending the Monte-Carlo method classically used in
linear transport physics (such as radiative transfer) [10,
11].
For linear transport models, the Monte-Carlo method

basically consists in simulating, with the help of a random
number generator, the history of numerous independent
particles, from which average quantities can be computed
[10]. Such an algorithm can be perceived as an analogous
computation of the physical phenomenon under study
[10]. Refined algorithms have diversified from the raw
mimicry of the physical model, for example by the use of
tailored sampling with compensating weighting in order
to obtain a better computational efficiency [12, 13].
Alternatively, the MCM can be interpreted as a sta-

tistical quadrature for computing high-dimensional in-
tegrals [11, 14, 15]. If a quantity q is expressed as an
integral over some space D of a function h, i.e.,

q =
∫

D
d~xh(~x), (2a)

a Random Variable (RV) ~X can be introduced, with
probability density p ~X such as ∀~x ∈ D, h(~x) 6= 0 ⇒
p ~X(~x) 6= 0, and then with w(~x) = h(~x)

/
p ~X(~x) and E

the statistical expectation,

q =
∫

D
p ~X(~x)d~xw(~x) (2b)

= E[w( ~X)]. (2c)

So, in order to compute q, a large sample of ~X is drawn,
yielding as many realizations of the RV w( ~X), the sample
mean of which is an estimator of the expectation q. This
estimator comes with its confidence intervals, deduced
from the variance of the sample according to the central
limit theorem. All the work presented here stems from
this integral interpretation.

In linear transport physics, the MCM has come to be
widely used due to its many qualities. It allows an effi-
cient management of multi-dimensional phase space and
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can take into account numerous physical phenomena in
a single algorithm [14, 15]. It allows the computation of
a quantity in this phase space (picking a probe point of
interest) at arbitrary time with no need to solve the evo-
lution of the entire field since the initial condition. For
this, particle paths are sampled in a reversed time direc-
tion up to a boundary or initial condition [10, 16–20].
The estimator displays a null systematic error compared
to the mathematical and physical model, and comes with
confidence intervals. There is no need to discretize the
space nor the time, so solving problems involving com-
plex geometries yields no conceptual difference nor tech-
nical bottleneck [21]. It also allows one to calculate sen-
sitivities from within the main simulation [22, 23], and
parallelization is straightforward.
Our proposal is to appraise the MCM to compute

f(~r;~c; t) governed by Eq. (1), while preserving these
many qualities.
d. In non-linear transport physics, the MCM pre-

sented above is still commonly believed to be unusable:

“So far as the author is aware, the extension
of Monte Carlo methods to nonlinear pro-
cesses has not yet been accomplished and may
be impossible.” [24]
“Monte Carlo methods are not generally ef-
fective for nonlinear problems mainly because
expectations are linear in character.” [25]
“A nonlinear problem must usually be lin-
earized in order to use Monte Carlo tech-
nique.” [25]

Indeed, the MCM is the computation of expectations,
and any non-linearity seems to preclude the expression
of the sought quantity as an expectation (as detailed in
[26], and in Par. II:a below). However, several examples
lead us to moderate these statements.
The first examples are in the frame of the work of Er-

makov et al. [27] using the MCM for solving non-linear
kinetic equations. Gurov [28, 29] used branching estima-
tion processes in the MCM to solve Fredholm equations
of the second kind with polynomial non-linearities. Ra-
sulov et al. [30–32] used the MCM to solve the inhomo-
geneous equation of heat with a source term depending
non-linearly on the temperature. These techniques al-
lowed the extension of the MCM towards a broader class
of non-linear problems [33].
Null Collision Algorithms (NCAs) are another known

example of handling non-linearities in the MCM, al-
though they are drawn from linear transport (e.g., radia-
tive transfer physics [34], image synthesis [35, 36], semi-
conductor physics [37], neutronics [38–40], and plasma
physics [41]). These algorithms are used there to handle
the high variability of the extinction rate along the bal-
listic trajectories of particles (extinction means here and
throughout this article absorption or outward scattering).
Their idea is to add virtual and ineffective colliders in or-
der to make constant the total collision frequency. The

NCAs are justified by the equivalence between the orig-
inal and the modified transport problems [34–41]; but
they can also be viewed as a way to account for the non-
linearity of the exponential Beer extinction law [42, 43].
Drawing inspiration from the NCAs, our group re-

cently adapted the MCM to several cases of non-linear
physics with radiative transfer [26]. Dauchet [44] esti-
mated the global productivity of a photobioreactor con-
taining photosynthetic microalgae, despite the non-linear
coupling between the local productivity at each point in
the tank and the radiative transfer through the tank.
Farges [45] computed the productivity of a solar power
plant over one year, accounting for a conversion efficiency
depending on the instantaneous throughput. Dauchet
et al. and Charon et al. [46, 47] evaluated the radiative
properties of some microalgae using the electromagnetic
theory, accounting for their size and shape distribution,
despite the fact that radiative intensity is quadratic in
the electric field amplitude for which they were having
an estimator. These works are based on a technique
which handles, in the MCM, multi-folded integrals with
one non-linearity in between [26].
e. Combining this progress from [26–47], we develop

below the theoretical framework to extend the MCM to
the non-linear case of Eq. (1), and offer some test-bed
examples. In the spirit of linear transport models, the
main idea is to write algorithms to estimate f at chosen
probe points by collecting numerous histories of particles,
sampling their walk and scattering events backwards in
time. The distinct point in the present case, is that the
collision operator conditioning those histories is not given
by a field which is external to the process, so it must be
itself estimated. Namely, when tracking the history of a
particle backwards in time, the density of collision part-
ners being unknown, it is sampled by backtracking the
histories of the partners every time it is needed. The
partners’ histories being themselves conditioned by colli-
sion events with other partners, the estimation procedure
of f(~r;~c; t) is thus a branching process [48] [Fig. 1(b)].
To technically derive the corresponding algorithm, our

methodology stems from the point of view on the MCM
as a quadrature, as discussed in Par. I:c. First, the Boltz-
mann equation is translated into a purely integral coun-
terpart, where f(~r;~c; t) is expressed as an integral of f at
other locations in the past and of boundary and initial
conditions. Second, random variables are introduced for
each integration variable, which leads to recursive Monte-
Carlo algorithms to evaluate f(~r;~c; t).
Being based on the same theoretical framework, the

Monte-Carlo algorithms presented below preserve some
interesting properties of the MCM mentioned above.
Some of them are the following:

• There is no mesh nor discretization of space or time.
Resolving problems involving complex geometries
brings no conceptual difference nor technical block-
age.

• The estimator has a null systematic error relative to
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the equation being solved. The only source of un-
certainty is the statistical noise, which can be eval-
uated through the sample variance as mentioned in
Par. I:c.

• The scarcity of molecules at the probe point does
not compromise the relative accuracy of the esti-
mation of the quantity of molecules there (at probe
position and at probe velocity).

f. This article is organized as follows. Section II
shows how a Monte-Carlo algorithm being a branching
estimation process can handle the non-linearity of the
Boltzmann collision operator. We appraise the behav-
ior and practicability of this algorithm in Sec. III. The
problem of sampling collisions, in a medium where the
distribution of collision partners is unknown, is tackled
in Sec. IV, by using NCAs; this is illustrated and tested
in the same section on a toy model. Sections V and VI
are dedicated to the test of our proposal on two physical
situations described by the Boltzmann equation (1) in its
full complexity, one of which has an explicit solution to
be compared with. We conclude in Sec. VII.

II. PRINCIPLE OF THE METHOD

a. In the works [26–47] that we cited in Par. I:d,
which are about the MCM applied in non-linear physics,
the non-linearity is not circumvented by using lineariza-
tion, but by increasing the dimension of the sampling
space.
As a theoretical illustration, let us consider now q as

the expectation

q = E[a( ~X)w( ~X) + b( ~X)], (3a)

where a and b are two deterministic functions. Let us
further suppose that w( ~X) is itself an expectation of
w̃( ~X; ~Y ) over the RV ~Y ,

w( ~X) = E| ~X [w̃( ~X; ~Y )], (3b)

where the subscript | ~X means “for a given value of ~X”.
We have

q = E{a( ~X) E| ~X [w̃( ~X; ~Y )] + b( ~X)}. (3c)

The statistical expectation is linear and projective, we
also have

q = E[a( ~X)w̃( ~X; ~Y ) + b( ~X)]. (3d)

As a result, we do not need to know exactly w( ~X) for
each value of ~X in order to evaluate q. Instead, q can be
estimated by first sampling ~X and then ~Y , namely sam-
pling the RVs couple ( ~X; ~Y ). This is one of the principal
advantages of the Monte-Carlo method: its complexity

increases linearly (and not exponentially) with the di-
mension of the configuration space [11].

At first sight, this appears to be practicable only for a
linear coupling law w → q. Indeed, if we had

q = E[a( ~X)w( ~X)2], (4a)

then

q 6= E[a( ~X)w̃( ~X; ~Y )2], (4b)

in the same way as (u+v
2 )2 6= u2+v2

2 .
However, we could consider that

E| ~X [w̃( ~X; ~Y1)w̃( ~X; ~Y2)] = w( ~X)2 +

Cov| ~X(w̃( ~X; ~Y1); w̃( ~X; ~Y2)), (5)

where ~Y1 and ~Y2 are two RVs identically distributed as ~Y ,
and Cov denotes the covariance. If ~Y1 and ~Y2 are inde-
pendent, this covariance is null. Hence, considering two
RVs ~Y1 and ~Y2 independent and identically distributed
as ~Y , we have

q = E[a( ~X)w( ~X)2] = E[a( ~X)w̃( ~X; ~Y1)w̃( ~X; ~Y2)]. (6)

q can be estimated by sampling the RVs triplet
( ~X; ~Y1; ~Y2) [46, 47].

The very same principle can be extended to monomial
and polynomial functions [28, 29], following

∀n ∈ N,E[a( ~X)w( ~X)n] = E[a( ~X)
∏n
i=1 w̃( ~X; ~Yi)] (7)

with the ~Yi all independent and identically distributed.
This also extends to analytic functions [44, 45], as in a
Monte-Carlo calculation an infinite sum is nothing other
than an integral.
b. We solve the Boltzmann equation by using the

statistical independence to handle the non-linearity of the
collision term, as shown in the previous Par. II:a. The
Boltzmann equation is previously turned into a purely
integral form, from which the needed samplings are de-
duced. Let us see how it works on a simple example.

We consider a case with no spatial dependencies: the
gas is uniform, without border, and under the influence
of no external force, so f ≡ f(~c; t). The gas has unit
density. The problem is the estimation of f at any given
(~c; t > 0), given f at t = 0. Let us consider the colli-
sion model of Maxwell molecules in the case of isotropic
scattering: the differential cross section σF is inversely
proportional to the relative speed g, with no angular de-
pendence, so that g σF is constant. With the adequate
non-dimensionalization of time, the Boltzmann equation
reads [49]

∂tf(~c; t) = − f(~c; t) + sis(~c; t) (8a)

with

sis(~c; t) =
∫

Ec

d~c∗

∫

Eu

d~u′

4π f(~c ′; t)f(~c ′∗; t). (8b)
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Here the particle derivative D reduces to ∂t, and the bal-
listic trajectories are only points ~c in the space of speeds.
Using the kernel of ∂t + id (which is spanned by the de-
creasing exponential), Eq. (8a) can be formally solved
to

∀t > 0, f(~c; t) = exp(−t)f(~c; 0) +
∫ t

0
dt′ exp[−(t− t′)]sis(~c; t′). (9)

Equations (9) and (8b) give together a recursive non-
linear integral equation for f . By setting a random vari-
able for each of the integration variables t′, ~c∗, and ~u′,
this can be turned into the expression of a statistical ex-
pectation [13]:

f(~c; t) = Pr(T ′ 6 0)exp(−t)f(~c; 0)
Pr(T ′ 6 0) +

∫ t

0
pT ′(t′)dt′

∫

Ec

p~C∗(~c∗)d~c∗
∫

Eu

p~U ′(~u
′)d~u′ ×

exp[−(t− t′)] f(~c ′; t′) f(~c ′∗; t′)
4π pT ′(t′) p~C∗(~c∗) p~U ′(~u

′) , (10)

where the RV T ′ has its values in the interval (−∞ : t],
or equivalently in the interval [0: t]. This leads readily to
Monte-Carlo Algo. 1, which estimates f(~c; t).

Function: f̃B1 (~c; t)
Input: A point (~c; t) in Ec × R+

Output: An estimate of f(~c; t)

Sample T ′ in (−∞: t]: t′ is obtained;
if t′ 6 0 then

return exp(−t) f(~c; 0)
Pr(T ′ 6 0) ;

// Ends the recursion

else
Sample ~C∗ in Ec: ~c∗ is obtained;
Sample ~U ′ in Eu: ~u′ is obtained;
~c ′ ← 1

2 (~c+ ~c∗ + ‖~c− ~c∗‖ ~u′);
~c ′∗ ← 1

2 (~c+ ~c∗ − ‖~c− ~c∗‖ ~u′);
// Recursively estimate f(~c ′; t′) and f(~c ′∗; t′)
f̃1 ← f̃B1(~c ′; t′);
f̃2 ← f̃B1(~c ′∗; t′);

return exp[−(t− t′)] f̃1 f̃2

4π pT ′(t′) p~C∗
(~c∗) p~U′(~u′)

;

ALGO. 1. Estimation of f(~c; t), under the conditions de-
scribed in Par. II:b (uniform gas with unit density, Maxwell
molecules. . . ). f(~c; 0) is supposed to be known, and Pr(. . . )
means “probability”. This algorithm is recursive.

Following Eq. (6), f(~c ′; t′) and f(~c ′∗; t′) in Algo. 1 are
estimated independently, by applying the same Algo. 1
further backwards in time, up to the initial condition. At
each time sampling, the initial time can be reached, in

which case f is estimated by the initial condition and the
recursion stops. If the samplings are settled correctly, the
algorithm will surely terminate.

The recursive character of Algo. 1 is a feature common
to all Monte-Carlo algorithms solving multiple scatter-
ing problems of transport physics. Here, however, due
to the non-linearity, each recursive stage is likely to call
itself more than once (twice, in this precise case). So,
to be exact, the estimation process no longer consists in
following a particle path, but rather in following a par-
ticle branching tree. In the following article, we will use
the term “particle tree” as often as “estimation tree”,
because at each particle position in the phase space-time
the distribution function would be estimated. We will
also call the probe point where f(~c; t) is finally estimated
the “root” of an estimation tree, each ballistic trajectory
associated with a T ′ sampling is an “edge” of this tree,
and the nodes of a tree where it meets the initial condi-
tion and the recursion stops are the “leaves” of the tree
[depicted in Fig. 1(b) by red crosses].
c. Algorithm 1, as it is presented, estimates f(~c; t)

only once. Estimating the statistical noise (i.e., the vari-
ance) associated with the estimation of f(~c; t), and thus
assessing the reliability of such an estimation, requires
N > 1 realizations of Algo. 1. These different realiza-
tions are independent from each other, as is usual in the
MCM applied to linear transport physics. This makes a
difference with the numerical methods of the DSMC fam-
ily, in which the particles are a swarm which is simulated
all at once and collide each other [2–9].

As it is described, Algo. 1 is intended to evaluate the
distribution function at a prescribed probe point of the
phase space (what is called a “probe calculation”). It
does not output and does not compute the distribution
function in the whole phase space before the probe date,
as is done in methods with full discretization of the phase
space (such as the Lattice Boltzmann methods [50–55],
Unified Gas Kinetic Scheme [56–58], Fast Kinetic Scheme
[59–61], or Discrete Velocity Methods [62–65]), or in sta-
tistical methods of the DSMC family [2–9]. Instead of
this, it will estimate the distribution function at a few lo-
cations in this phase space-time before the probe, where
collisions need to be sampled. This ability to perform
probe estimation has interesting consequences, which we
will illustrate below.

III. APPLICATION: THE BKW MODE

a. Equation (8) admits an explicit solution, called
the Bobylev-Krook-Wu mode. It was discovered by these
authors in 1976 [49, 66] and by Krupp in 1967 [67].

If Ec is three-dimensional, this solution states that (see
[68] for extension of the BKW mode to any dimensional-
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ity)

f(~c; t) = exp[−~c 2/(2Kcq
2)]

2(
√

2πKcq)3

(
5K − 3
K

+ 1−K
K2 × ~c 2

cq2

)
,

(11a)
with

K = 1− 2
5 exp(−t/6) (11b)

and cq the Root-Mean-Square velocity on each axis (RMS
velocity). With the 2

5 factor in the expression of K, f
is finite and positive for t > 0 (texts in the references
adopt different conventions). In short, the BKW mode
describes the relaxation from a particular initial disequi-
librium toward an equilibrium. This equilibrium, cor-
responding to t → +∞ and K = 1, is the well-known
Maxwell distribution

feq(~c) = exp[−~c 2/(2cq
2)]

(
√

2πcq)3
. (12)

The 2
5 factor in the expression of K sets a initial disequi-

librium maximal accounting for the positivity constraint
on f . Then

f(~c; 0) = 5~c 2

9 cq2

(√
6π
5 cq

)−3
exp
[
−~c 2

/(
6
5 cq

2
)]
.

(13)
Figure 2 gives a graphical overview of the BKW mode.
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FIG. 2. The distribution function f along an axis of the
velocity space, according to the BKW mode described in
Eq. (11), at several times t. The BKW mode is isotropic,
i.e., f ≡ f(‖~c‖; t): ~ux is any unit vector.

b. Since the physical case in which the BKW mode
stands is the one used in Sec. II, Algo. 1 can be applied to
it. Before setting up a real test, we only have to specify
the sampling laws for t′, ~c∗, and ~u′.

We propose the following choice:




pT ′ :
{

(−∞: t]→ R+∗

t′ 7→ exp[−(t− t′)]

p~C∗ :
{
Ec → R+∗

~c∗ 7→ feq(~c∗)

p~U ′ :
{
Eu → R+∗

~u′ 7→ (4π)−1

, (14)

i.e., T ′ follows a unit-scale exponential law for T ′ 6 t, ~C∗
has the final equilibrium distribution (i.e., a Maxwell dis-
tribution with zero peculiar velocity and cq RMS speed),
while ~U ′ is isotropically distributed. Algorithm 1 with
these sampling laws will be denoted hereafter Algo. 1-
bkw.

This choice, although guided by a desire for simplicity,
brings two interesting qualities to Algo. 1-bkw:

1. The expectation of the recursion, defined as the
number of T ′ samplings per final estimation of
f(~c; t) (i.e., the number of ballistic trajectories in a
particle tree), is finite. This implies that Algo. 1-
bkw surely terminates.

2. If at t = 0, f was the equilibrium distribution
f(~c; 0) = feq(~c), i.e., K = 1, (15)

then Algo. 1-bkw would have a null variance, i.e.,
each of its executions would output exactly the ex-
pected result.

One may be confident in the above statements for the
following reasons:

1st point. Let us consider the expectation of the recursion
of Algo. 1-bkw starting at (~c; t), defined as the expecta-
tion of the number of times T ′ random variables will be
sampled. This defines a function rec : Ec × R+ → [1 :
+∞].

rec(~c; t) follows an integral expression similar to
Eq. (10). To obtain such an expression, one has to take
back Eq. (10) and to replace the estimator of f by a mean
count of T ′ samplings. This mean count always counts 1
as Algo. 1 starts by a T ′ sampling, plus the mean counts
of T ′ samplings in the recursive calls of Algo. 1 if these
are needed. This means that

rec(~c; t) = 1 + Pr(T ′ 6 0)× 0 +
∫ t

0
pT ′(t′)dt′

∫

Ec

p~C∗(~c∗)d~c∗
∫

Eu

p~U ′(~u
′)d~u′ ×

[rec(~c ′; t′) + rec(~c ′∗; t′)]. (16)
Then, accounting for the sampling choices listed in
Eqs. (14), one gets

rec(~c; t) = 1 +
∫ t

0
exp[−(t− t′)]dt′

∫

Ec

exp[−~c∗2/(2 cq
2)]d~c∗(√

2πcq
)3

∫

Eu

d~u′

4π ×

[rec(~c ′; t′) + rec(~c ′∗; t′)]. (17)
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FIG. 3. Results obtained by Algo. 1-bkw, applied to the BKW mode described in Eq. (11). We follow the distribution function
f along the time t, at two probe points of the velocity space: the center of the velocity space in graphs in the left column, and a
point located 3× the RMS velocity away from that center in graphs in the right column. The graphs at the top give a graphical
comparison between the results (given with confidence intervals of 1 standard deviation) and the expected values. The graphs
at the bottom show, with the same results, the relative standard deviation (blue circles, given by the calculations) besides the
error actually made (red triangles). Each displayed point was obtained through running 104 realizations of Algo. 1-bkw.

In order to solve this integral equation explicitly, we
take the derivative of both sides with respect to t. One
obtains thus




∀t > 0,





∂trec(~c; t) = − rec(~c; t) + 1 +

∫

Ec

exp[−~c∗2/(2 cq
2)]d~c∗

(
√

2πcq)3

∫

Eu

d~u′

4π ×

[rec(~c ′; t) + rec(~c ′∗; t)],

rec(~c; t = 0) = 1.

(18)

rec is uniform at t = 0, and its time derivative preserves
this uniformity: so here rec(~c; t) ≡ rec(t). Finally the
system is easily solved:

rec(~c; t) = 2 exp(t)− 1, (19)

which is finite for any (~c; t) ∈ Ec × R+.

2nd point. Let F̃ (~c; t) be the estimator of f(~c; t) obtained
through Algo. 1-bkw. The initial distribution f(~c; 0) is

assumed to be the equilibrium distribution described in
Eq. (12).

Now consider the following induction hypothesis, to
be applied anywhere in an estimation tree: F̃ (~c; t) =
feq(~c) = (

√
2πcq)−3 exp[−~c 2/(2 cq

2)], i.e., f is always es-
timated exactly as the equilibrium distribution, with zero
variance.

Starting Algo. 1-bkw there are two possibilities: T ′ 6 0
or T ′ > 0.

If T ′ 6 0, a leaf of the estimation tree is reached. Here
takes place the initialization of our proof by induction.
Indeed,

F̃ (~c; t) = f(~c; 0)
= feq(~c), (20)

the induction hypothesis is true.
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FIG. 4. Results obtained by Algo. 1-bkw, applied to the BKW mode described in Eq. (11). Probe points are spread on an
(Ox) axis of the velocity space [ ~ux is the unit vector of (Ox)], and two probe dates are considered: 1 mean collision time
after the initial condition in graphs in the left column, and 3 mean collision times in graphs in the right column. The graphs
at the top give a graphical comparison between the results (given with confidence intervals of 1 standard deviation) and the
expected values. The graphs at the bottom show, with the same results, the relative standard deviation (blue circles, given
by the calculations) besides the error actually made (red triangles). Each displayed point was obtained through running 104

realizations of Algo. 1-bkw.

If T ′ > 0, a non-leaf node of the tree is reached. Then

F̃ (~c; t) = (
√

2πcq)3 F̃1F̃2

exp[−~C∗2/(2 cq2)]

= (
√

2πcq)3 F̃ (~C ′;T ′) F̃ (~C ′∗;T ′)
exp[−~C∗2/(2 cq2)]

,

where F̃1, F̃2, ~C ′, and ~C ′∗ are the RVs corresponding to
the values f̃1, f̃2, ~c ′, and ~c ′∗ in Algo. 1-bkw. If the induc-
tion hypothesis holds for F̃ (~C ′;T ′) and F̃ (~C ′∗;T ′), then

F̃ (~c; t) = exp[−~C ′2/(2 cq
2)] exp[−~C ′∗2/(2 cq

2)]
(
√

2πcq)3 exp[−~C∗2/(2 cq2)]

= exp[−~c 2/(2 cq
2)]

(
√

2πcq)3
, (21)

because ~C ′2 + ~C ′∗
2 = ~c 2 + ~C∗

2. The induction hypothesis
propagates.

Because the estimation tree is finite (cf. the previous
point), the induction hypothesis applies from the leaves
of the tree to any node of the tree, root included.

c. Numerical experiments were carried out in which
Algo. 1-bkw was operated to calculate f at several points
of the phase space-time. The physical situation consid-
ered is the BKW mode expressed in Eq. (11). For each
point where f was calculated, 104 realizations of Algo. 1-
bkw were used. The results f̄ are displayed in Figs. 3
and 4.

A first feature of the performance of Algo. 1-bkw is
that the estimate’s error increases with the time elapsed
since the initial condition. This can be explained in the
following ways:

• When the elapsed time t increases, on average the
estimation trees get more nodes and leaves [rec(t)
counts, indeed, the expected number of lines in the
estimation trees.]. Because the relation between
the result and the equilibrium value is exactly the
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product of these relations at every leaf of the esti-
mation tree (this can be understood through the
justification of the 2nd property of Algo. 1-bkw,
listed in the previous Par. III:b), more leaves mean
stronger variance in the final result.

• Consider two independent RVs X and Y with real
values, then

E(XY ) = E(X) E(Y ) (22a)

and

E(X2Y 2) = E(X2) E(Y 2), (22b)

so

Var(XY )
E(XY )2 + 1 =

(
Var(X)
E(X)2 + 1

)(
Var(X)
E(X)2 + 1

)
. (22c)

This implies that if two independent RVs have low
(resp. high) relative variances, the relative variance
of their product is the sum (resp. product) of their
relative variances. The result of Algo. 1-bkw is a
product of independent realizations of itself dur-
ing a branching process, each of these intermedi-
ate estimations having a variance. As the number
of intermediate estimations increases exponentially
with simulated time t [as demonstrates the evolu-
tion of rec(t)], the variance of the final result in-
creases with t.

• The modeling process we applied to the mean re-
cursion rec(~c; t) through Eqs. (16) to (18) can be
applied to the estimator variance (this will be the
subject of future work), which does indeed show
that this variance increases with time t. The very
reason is the one exposed in the previous point:
the relative variance of the intermediate estima-
tions adds and multiplies.

A more interesting behavior of Algo. 1-bkw is that the
variance of its result depends very little on the position
in the phase space. In particular, it is nearly indepen-
dent of the rarefaction: Fig. 4 shows that at location in
the velocity space where f is 106 smaller than at the cen-
ter of Ec, the relative error of the obtained estimations
increases only by a factor of 5. This makes an impor-
tant difference with the methods of the DSMC family,
with which it is impossible to estimate the density f in
such empty parts of the phase space (the relative vari-
ance of the estimations gets too strong). Typically, to
estimate the fraction Frac of molecules inside a part of
the phase space, the DSMC methods need to track much
more than 1/Frac molecules to obtain an estimation with
a reasonable variance; with our method, the relative vari-
ance of such an estimation seems nearly insensitive to the
scarcity of molecules in the probed region.
In order to verify this last feature in more depth, we

computed high-energy fractions of the gas. The quantity
we have calculated is Frac (‖~c‖ > c0; t), the fraction of

total number of molecules that have a speed exceeding a
given value c0 at time t; it is the complementary cumu-
lative distribution function (or tail distribution) of ‖~c‖.
Since it is an integral of f on Ec, it can be computed us-
ing Monte-Carlo Algo. 2, encapsulating Algo. 1-bkw with
an additional sampling of a final velocity ~Cf = Cf ~Uf, with




pCf(cf) =
c0

[( c0
cq

)2
− 2
]

{[( c0
cq

)2
− 2
]
(cf − c0) + c0

}2 if c0 > 2cq,

pCf(cf) = 2cq

(2cq + cf − c0)2 if c0 6 2cq,

~Uf of isotropic law.
(23)

Input: A speed c0 and a time t
Output: An estimate of Frac (‖~c‖ > c0; t), the

fraction of particles the speed of which
exceeds c0 at time t

Sample Cf: cf is obtained; // cf > c0

Sample ~Uf: ~uf is obtained;
Estimate f(cf~uf; t) using Algo. 1-bkw: f̃ is obtained;

return cf
2 f̃

pCf (cf) p~Uf
(~uf)

;

ALGO. 2. Estimation of the tail distribution of kinetic ener-
gies of molecules, valid with the physical conditions described
in Secs. II and III (no space dependency, Maxwell molecules,
etc.)

The results of Algo. 2, with sampling laws listed in
Eqs. (23), are displayed in Figs. 5 and 6. There seems to
be no problem in quantifying tiny parts of the gas, espe-
cially those located at high kinetic energy, even fractions
as small as one billionth of the total.

IV. TOY MODEL FOR NCA

a. In this section we address how to deal with the
non-linearity of the extinction term in the Boltzmann
equation. In Secs. II and III the collision frequency was
constant, due to the combination of the uniform density
and the Maxwell collision model. In a more general case,
the collision frequency varies depending on f , and this
introduces an additional non-linearity in Eq. (9) through
the exponential term. We show here how to handle this
using Null Collision Algorithms (NCAs).

To introduce it simply, we isolate the extinction of
the Boltzmann dynamics, with no source term nor phase
space. This amounts to solving the quadratic ordinary
differential equation

{
f ′(t) = −α f(t)2

f(0) = f0
, (24)
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FIG. 5. Results obtained by Algo. 2 combined with the sampling law listed in Eq. (23), and applied to the BKW mode described
in Eq. (11). Two constant speeds are considered: along the time t, we follow how many particles have a speed above these
thresholds. The threshold is 2× the RMS velocity in graphs in the left column, and 6× the RMS velocity in graphs in the right
column. The graphs at the top give a graphical comparison between the results (given with confidence intervals of 1 standard
deviation) and the expected values. The graphs at the bottom show, with the same results, the relative standard deviation
(blue circles, given by the calculations) besides the error actually made (red triangles). Each displayed point was obtained
through running 104 realizations of Algo. 2.

where f is the unknown function, and α and f0 are ar-
bitrary positive constants. It admits on t ∈ R+ the only
solution

f(t) = f0

α f0 t+ 1 . (25)

b. A way to convert Eq. (24) into an integral form
convertible into a Monte-Carlo algorithm, would be to
use a linear solution of Eq. (24), as we did to convert
Eq. (8a) into Eq. (9). Indeed, here

f ′(t) = −[α f(t)]× f(t), (26)

and so

∀t > 0, f(t) = exp
(
−α

∫ t

0
dt′ f(t′)

)
f0. (27)

Combined with the use of independent and identically
distributed RVs applied to a Taylor series of the expo-
nential function, as proposed in Par. II:a and detailed

in [44], Eq. (27) leads to a recursive integral writing of
f(t), which can be turned into a Monte-Carlo algorithm.
However, we have not used this directly, but have rather
relied on a NCA. NCAs are formally equivalent to the
use of a Taylor series of the exponential extinction law;
this has been explained, for example, in [42, 43, 69]. But
the way the NCAs are built relates to a physical inter-
pretation, and their convergence is very simple to obtain,
which is why we have chosen this approach.

The principle of the Null Collision technique is to set
the extinction frequency to an arbitrary value ν̂. This is
compensated by adding a source term of particles hav-
ing encountered null collisions (collisions without effect).
Equation (24) is thus transformed into

f ′(t) = −ν̂f(t) + [ν̂f(t)− αf(t)2]. (28)

Considering −ν̂f(t) as an extinction and [ν̂f(t)−αf(t)2]
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FIG. 6. Results obtained by Algo. 2 combined with the sampling laws listed in Eq. (23), and applied to the BKW mode
described in Eq. (11). We calculate the distribution of particles along the speed ‖~c‖, i.e., how many particles have a speed
above any given threshold c0; two dates are considered: 1 mean collision time after the initial condition in graphs in the left
column, 3 mean collision times in graphs in the right column. The graphs at the top give a graphical comparison between the
results (given with confidence intervals of 1 standard deviation) and the expected values. The graphs at the bottom show, with
the same results, the relative standard deviation (blue circles, given by the calculations) besides the error actually made (red
triangles). Each displayed point was obtained through running 104 realizations of Algo. 2.

as a source term, this leads to the integral expression

∀t > 0, f(t) = exp(−ν̂t)f0 +
∫ t

0
dt′ exp[−ν̂(t− t′)][ν̂f(t′)− α f(t′)2]. (29)

A Monte-Carlo algorithm derived from this last ex-
pression would be different from another derived from
Eq. (27) and a Taylor series, even if the underlying trans-
port problems are equivalent.
In early implementations of NCAs [16, 37, 41], ν̂ had to

exceed the real extinction frequency everywhere for the
algorithms to work. Hence we call ν̂ the “raised collision
frequency” hereafter. It has been demonstrated recently
that this constraint is generally not mandatory [34], and
that ν̂ only needs to be positive. Recently, it has also
been shown that the exact knowledge of the extinction is
not mandatory, and that it is enough to have an unbiased
estimator of the extinction frequency [69]. Choosing ν̂ as
an upper bound of the real extinction frequency (or of

its estimator) nevertheless improves the convergence in
most cases [69, 70].
c. By setting a probability density for the integra-

tion variable t′ in Eq. (29) at every t > 0, a recur-
sive Monte-Carlo algorithm for evaluating f(t) is ob-
tained. We choose this density as the exponential term
in Eq. (29),

pT ′ :
{

(−∞: t]→ R+∗

t′ 7→ ν̂ exp[−ν̂(t− t′)] , (30)

for the sake of simplicity, and this choice will appear rea-
sonable in this section. The result is Algo. 3.

In the same way as shown in the previous section, it can
be proven that the expected recursion of Algo. 3 is finite.
Defining this expected recursion rec(t) as the expected
total number of T ′ sampling per estimation of f(t) by
Algo. 3 (as in the previous section), we obtain a very
similar result:

rec(t) = 2 exp(ν̂t)− 1. (31)
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Function: f̃B3 (t)
Input: A time t > 0
Output: An estimate of f(t)

Sample T ′ from an exponential law for T ′ 6 t, with
rate ν̂: t′ is obtained;

if t′ 6 0 then
return f0;
// Ends the recursion

else
// Recursively estimate f(t′) twice
f̃1 ← f̃B3(t′);
f̃2 ← f̃B3(t′);

return
(

1− α f̃1

ν̂

)
f̃2;

ALGO. 3. Estimation of f(t), as described in Eq. (24). This
algorithm is recursive.

The same modeling approach can be applied to the sec-
ond moment of F̃ (t) the estimator of f(t) built by Algo. 3,
in order to obtain its variance. The example given in this
section is simple enough to derive an explicit expression
of this variance (We will give the details of this deriva-
tion in a future work, dedicated to the derivation of es-
timator variance and algorithmic recursion of algorithms
presented in this article, and tips to improve them.). It
states that if

(α f0 − ν̂)α f0 t < ν̂, (32a)

then

Var[F̃ (t)] = α f0 t

ν̂

α f0
+ (ν̂ − α f0) t

f(t)2, (32b)

else Var[F̃ (t)] is infinite.
Interestingly, the behavior of F̃ varies qualitatively

with the quality of ν̂ as a global bound of the extinc-
tion frequency (of which the maximum is α f0):

• If ν̂ > α f0, the relative variance of F̃ (t), defined as
Var[F̃ (t)]

/
f(t)2, tends to a finite value when t →

+∞. limt→+∞Var[F̃ (t)] = 0. F̃ (t) is a usable
estimator of f(t) for every t.

• If ν̂ = α f0, the relative variance of F̃ (t) grows lin-
early to infinity with t. limt→+∞Var[F̃ (t)] = 0.
F̃ (t) is here also a reasonable estimator of f(t) re-
gardless of t.

• If ν̂ < α f0, the variance of F̃ (t) (relative or not)
reaches infinity for a finite value of the time t, and
for all subsequent times. In these conditions, ob-
taining the convergence of a Monte-Carlo procedure
estimating f(t) can be very difficult.

d. Algorithm 3 was actually run, and some results
are given in Fig. 7. The statements given in the previous
Par. IV:c about the recursion and the variance of Algo. 3
are confirmed. Noticeably, there is no sharp increase of
the estimator variance with time, as is observed in the
test on the BKW mode, as much as ν̂ is set greater than
α f0.

V. FULL EXAMPLE: THE HARMONIC TRAP

a. In this section the Boltzmann equation is solved
using the MCM, in a second academic case where an
explicit solution is available. In this case, the gas is
no longer uniform, and forms a cloud around the ori-
gin which swells and contracts periodically. Compared
to the BKW mode, there remains now to account for the
ballistic transport and for a variable collision frequency.

The physical case under consideration here is neverthe-
less very particular, because it belongs to the kernel of
the collision operator (i.e., collisions have no influence),
although it is not the barometric equilibrium. This pos-
sibility was known by Boltzmann himself [71], and has
been revisited recently in the field of cold atom gas ma-
nipulation [72].

Following the details listed in [72], we built our test
case in the collision operator kernel as simply as possible:

• The molecules are subjected to a stationary and
purely elastic force pulling them back to the origin,
called a trap. This force yields the acceleration

~a ≡ ~a(~r) = −ω2 ~r, (33)

where ~r is the position and ω a constant angular
frequency.

• The gas has null global kinetic moment around the
origin.

In these conditions, the equilibrium distributions con-
stitute a set parametrized by two quantities, the total
amount of matter n and the thermal RMS speed on each
axis cq. In this case of elastic confinement, the colli-
sion operator kernel contains not only the equilibrium
distributions; it extends to breathing modes oscillating
at twice the trap frequency, with two additional parame-
ters, such as the amplitude of the thermal energy oscilla-
tions ∆cq

2 and a phase at the origin of time φ0. In these
breathing modes, the distribution of molecules is always
and everywhere Maxwellian, with density, peculiar speed,
and thermal energy

ηcok(~r; t) = n p
N
(
~0;

[1+ε sinφ(t)] cq, eq
2

ω2
¯̄1
)(~r), (34a)

~vcok(~r; t) = ε cosφ(t)
1 + ε sinφ(t) ω~r, (34b)

cq, cok(t)2 = (1− ε2) cq, eq
2

1 + ε sinφ(t) , (34c)
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FIG. 7. Results obtained by Algo. 3, solving Eq. (24). f(t) was calculated at different t, using two different values of ν̂ in
columns (a) (ν̂ = 1αf0) and (b) (ν̂ = 2.5αf0). The four bottom graphs compare the predictions in Eqs. (31) and (32) with
what Algo. 3 has done. The confidence intervals displayed in top and bottom graphs take account of 1 standard deviation.
Each point was obtained through running 104 realizations of Algo. 3.

where φ(t) = 2ωt+φ0, cq, eq is the thermal RMS speed in
the equilibrium distribution with the same total mass and
the same total mechanical energy, ε = ∆cq

2

cq, eq2 (with the
constraint that 0 6 ε < 1), pN (~0; ¯̄V ) denotes the density
of the centered multidimensional normal probability law
with covariance matrix ¯̄V , and ¯̄1 is the identity matrix.
An example of the resulting dynamics is presented in

Fig. 8, with φ0 = 0, and with ε = 9
41 to comply with the

arbitrary constraint that cq, min = 4
5cq, max.
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FIG. 8. Presentation of the physical situation of the harmonic
trap described in Eq. (34). The parameters are ε = 9

41 and
φ0 = 0, as explained at the end of Par. V:a. Panel (a) shows
the density of matter along an axis of the ordinary space, as
a function of the time (the physical situation has spherical
symmetry, so ~ux is any unit vector). Panel (b) shows the
distribution of the total mechanical energy of the gas, as a
function of the time.

b. Introducing null collisions, the Boltzmann equa-
tion can be written:

∂tf(~r;~c; t) + ~c · ~∇~r f(~r;~c; t)− ω2 ~r · ~∇~c f(~r;~c; t) =

− ν̂(~r;~c; t)f(~r;~c; t) +
(
ν̂(~r;~c; t)−

∫

Ec

d~c∗

∫

Eu

d~u′gσFf(~r;~c∗; t)
)
f(~r;~c; t) +

∫

Ec

d~c∗

∫

Eu

d~u′gσFf(~r;~c ′; t)f(~r;~c ′∗; t), (35)

where σF ≡ σF(g; ~u′ · ~u~g), ~c ′, ~c ′∗, and ~g are given in
Eq. (1d), and ν̂ is the raised collision frequency. Writing
the Boltzmann equation under this form requires that
the source and loss terms in the collision operator can be
split; for other situations see [73–75]. Considering that

the distribution is known at t = 0, and using Liouville’s
theorem, Eq. (35) can be turned into a purely integral
counterpart,

f(~r;~c; t) = exp
(
−
∫ t

0
dt′ ν̂[~b(t′)]

)
f [~b(0)] +

∫ t

0
dt′ exp

(
−
∫ t

t′
dt′′ ν̂[~b(t′′)]

)
×

({ν̂[~b(t′)]− νt[~b(t′)]}f [~b(t′)] + sis[~b(t′)]), (36a)

where ~b(t′) = (~rb(t′);~cb(t′); t′) describes the ballistic tra-
jectory flowing past (~r;~c) at t,
{
∂t′~rb(t′) = ~cb(t′)
∂t′~cb(t′) = −ω2~rb(t′)

,
with the final

condition

{
~rb(t) = ~r

~cb(t) = ~c
,

(36b)
and νt and sis are the real extinction frequency and
source term:

νt(~r;~c; t) =
∫

Ec

d~c∗

∫

Eu

d~u′ gσF f(~r;~c∗; t), (36c)

sis(~r;~c; t) =
∫

Ec

d~c∗

∫

Eu

d~u′ gσF f(~r;~c ′; t)f(~r;~c ′∗; t).

(36d)

In the considered harmonic force field, the ballistic tra-
jectories are simple enough to be explicitly computed.

The exponential term expressing the extinction at fre-
quency ν̂ can be used as a sampling law for t′. Then, by
choosing the sampling laws for ~c∗ and ~u′, Eq. (36) can be
converted into Monte-Carlo Algo. 4, intended to estimate
f(~r;~c; t) with (~r;~c; t) ∈ Er × Ec × R+, where Er is the
space of positions.

Algorithm 4 has an uncommon feature: if the initial
distribution is in the kernel of the collision operator [as
described in Eq. (34)], then whatever the choices retained
for ~C∗, ~U ′ and T ′ (defined as an exponential RV of param-
eter ν̂) and whatever the collision cross-section σF, the re-
sult of Algo. 4 has a null variance. To our knowledge, this
is the first Monte-Carlo algorithm which exhibits a zero
variance result independently of the sampling choices.

One may be confident in the above statement for the
following reasons:

Null variance of Algo. 4. Let F̃ (~r;~c; t) be the estima-
tor of f(~r;~c; t), obtained through Algo. 4. We as-
sume that the initial distribution f(~r;~c; 0) is everywhere
Maxwellian, with the first moments described in Eq. (34).

A needed lemma here is the following: for any arbi-
trary choice of (~r;~c; t; t′) ∈ Er × Ec × R× R, a value for
f(~r;~c; t) is compatible with a Maxwellian distribution the
first moments of which are described in Eq. (34), if and
only if the same value for f(~rb(t′);~cb(t′); t′) is compati-
ble with a Maxwellian distribution the first moments of
which are described in Eq. (34) with substitution of t by
t′. This means, by virtue of Liouville’s theorem, that
an oscillating Maxwellian distribution, as described in
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Function: f̃B4 (~r;~c; t)
Input: A point (~r;~c; t) in Er × Ec × R+

Output: An estimate of f(~r;~c; t)

Sample T ′ in (−∞: t], with the density pT ′ : t′ 7→ ν̂[~b(t′)] exp{−
∫ t

t′
dt′′ ν̂[~b(t′′)]}: t′ is obtained;

if t′ 6 0 then
return f(~rb(0);~cb(0); 0);
// Ends the recursion

else
Sample ~C∗: ~c∗ is obtained;
Sample ~U ′: ~u′ is obtained;
~g ← ~cb(t′)− ~c∗;
~c ′ ← 1

2 [~cb(t′) + ~c∗ + g~u′];
~c ′∗ ← 1

2 [~cb(t′) + ~c∗ − g~u′];
// Recursively estimate f(~rb(t′);~cb(t′); t′)
f̃1 ← f̃B4(~rb(t′);~cb(t′); t′);
// Recursively estimate f(~rb(t′);~c∗; t′)
f̃2 ← f̃B4(~rb(t′);~c∗; t′);
// Recursively estimate f(~rb(t′);~c ′; t′)
f̃3 ← f̃B4(~rb(t′);~c ′; t′);
// Recursively estimate f(~rb(t′);~c ′∗; t′)
f̃4 ← f̃B4(~rb(t′);~c ′∗; t′);

return f̃1 + gσF(g; ~u′ · ~u~g) f̃3 f̃4 − f̃1 f̃2

p~C∗
(~c∗) p~U′(~u′) ν̂[~b(t′)]

;

ALGO. 4. Estimation of f(~r;~c; t), valid in the conditions of the harmonic trap described in Secs. V and VI. f is supposed to
be known at t = 0. This algorithm is recursive.

Eq. (34), is compatible with pure ballistic transport in
the given force field. The proof of this, and its extension
to more general expressions of the collision operator ker-
nel and force field, can be found in [72] and will not be
repeated here.

Now consider the following induction hypothesis, to
apply anywhere in an estimation tree: F̃ (~r;~c; t) =
f(~r;~c; t) with null variance, describing a Maxwellian
distribution, the first moments of which are given in
Eq. (34).

Starting Algo. 4, there are two possibilities: T ′ 6 0
and a leaf of the estimation tree is reached, or T ′ > 0
and a non-leaf node of the tree is reached.

If T ′ 6 0 then

F̃ (~r;~c; t) = f(~rb(0);~cb(0); 0). (37)

Because of the initial condition and of the lemma, the
induction hypothesis is valid.

If T ′ > 0 then

F̃ (~r;~c; t) = F̃1 +BF
F̃3F̃4 − F̃1F̃2

p~C∗(~C∗) p~U ′(~U
′) ν̂[~b(T ′)]

= F̃ (~rb(T ′);~cb(T ′);T ′) +

BF

p~C∗(~C∗) p~U ′(~U
′) ν̂[~b(T ′)]

×

[F̃ (~rb(T ′); ~C ′;T ′) F̃ (~rb(T ′); ~C ′∗;T ′)−

F̃ (~rb(T ′);~cb(T ′);T ′) F̃ (~rb(T ′); ~C∗;T ′)],

where F̃1, F̃2, F̃3, F̃4, ~C ′, ~C ′∗, and BF are the RVs
corresponding to the values f̃1, f̃2, f̃3, f̃4, ~c ′, ~c ′∗, and
gσF(g; ~u′ · ~u~g) in Algo. 4. If the induction hypothesis
holds for F̃1, F̃2, F̃3 and F̃4, then

F̃ (~r;~c; t) = f(~rb(T ′);~cb(T ′);T ′) +

BF

p~C∗(~C∗) p~U ′(~U
′) ν̂(~rb(T ′);~cb(T ′);T ′)

×

[f(~rb(T ′); ~C ′;T ′) f(~rb(T ′); ~C ′∗;T ′)−

f(~rb(T ′);~cb(T ′);T ′) f(~rb(T ′); ~C∗;T ′)].
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Considering now that f at (~rb(T ′);T ′) follows a Maxwel-
lian distribution, which respects the detailed balance

f(~r;~c ′; t)f(~r;~c ′∗; t) = f(~r;~c; t)f(~r;~c∗; t), (38)

one concludes that

F̃ (~r;~c; t) = f(~rb(T ′);~cb(T ′);T ′). (39)

Following the lemma, the induction hypothesis propa-
gates.
As long as the estimation tree is finite (which brings

conditions on ν̂), the induction hypothesis applies from
the leaves of the tree to any node of the tree, root in-
cluded.

Some numerical experiments (not displayed here) have
confirmed this result: if the initial distribution f(~r;~c; 0)
belongs to the collision operator kernel, Algo. 4 has a null
variance.

VI. THE HARMONIC TRAP
WITHOUT LOCAL EQUILIBRIUM

a. We now test a case where the initial distribution
is outside the collision operator kernel, and follows the
BKW mode distribution at maximal disequilibrium, still
keeping the same first moments at each position ~r. This
means that at every point of space the initial distribution
of velocities is the one described in Eq. (13), translated
and scaled to accord with the density, peculiar speed,
and temperature prescribed at initial time t = 0 by
Eq. (34). We have chosen ε = 9

41 and φ0 = 0 (which
is also the choice displayed in Fig. 8 and explained at
the end of Par. V:a; the other parameters ω, n, and
cq, eq drop by non-dimensionalization). For the collision
model, we have chosen again, for the sake of simplic-
ity, the isotropic Maxwell model; the differential colli-
sion cross section equals σF = κ/(4πg), with κ such that
nκω2

cq, eq3 = 3.
After the initial condition, the system evolution will

be different from the case in Sec. V. The differences even
appear in macroscopic quantities. As far as the authors
know, there is no current explicit description available
for this evolution. Nevertheless, two limit situations are
easily described:

• If the cross sections are null (i.e., there are no col-
lisions), the evolution of the system is due only to
ballistic transport in the harmonic force field. This
is explicitly calculable.

• If the cross sections are not null, the final state
of the gas is exactly the oscillating state described
in the previous section in Eq. (34) ; the collisional
invariants in the system ensure that it is the only
state belonging to the collision operator kernel that
the system can reach.

b. To finalize the algorithm, we need to specify ~U ′,
~C∗, and ν̂. ~U ′ follows an isotropic law, as in Sec. III. ~C∗
is set to a Maxwellian sampling; the Maxwellian density
function is adjusted according to the final distribution,
i.e., it is centered on ~vcok(~r; t′) and scaled to cq, cok(t′)
standard deviation given in Eq. (34), where t′ is the col-
lision time. As we wanted ν̂ as an upper bound of the
collision frequency, we have chosen

ν̂ ≡ ν̂(~r; t) = 1
e

(
5
3

)5
2 κ ηcok(~r; t), (40)

where e = exp 1. We thus decided that this upper bound
depends on position and time. The prefactor 1

e

( 5
3
)5

2 is
the maximal ratio between the BKW mode initial dis-
tribution and the equilibrium distribution with the same
first moments, i.e.,

1
e

(
5
3

)5
2 = max

~c∈Ec

fBKW(~c; 0)
(
√

2πcq)−3 exp[−~c 2/(2 cq2)]
, (41)

where fBKW(~c; 0) is given by Eq. (13).
Sampling a collision time t′ using the raised collision

frequency ν̂ given in Eq. (40) can be tricky: it requires
one to apply the Beer extinction law to the gas density
described in Eq. (34), along an elliptic ballistic trajec-
tory. To achieve this, we use ν̂ as the “true” extinction
frequency in an internal NCA, which in turn uses, as its
own raised collision frequency, ˆ̂ν defined by

ˆ̂ν = 1
e

(
5
3

)5
2 κ ηcok(~0; t)|sinφ(t)=−1 (42)

= 1
e

(
5
3

)5
2 κn

(
ω√

2π
√

1− ε cq, eq

)3
. (43)

It is the global maximum of ν̂ defined in Eq. (40), and
is reached at the center of the gas cloud at its maxi-
mum contraction. With all these choices, Algo. 4 be-
comes Algo. 5.
c. Algorithm 5 was actually run, and results are dis-

played in Figs. 9 and 10. In Fig. 9 the distribution func-
tion f is followed at two probe points of the phase space:
at the center of the phase space, and at another point
placed 2× the RMS radius away from the center of posi-
tions. Figure 10 shows the tail distribution of the mass
along the potential energy (or equivalently, along the
distance from the origin). This tail is calculated using
Algo. 6, which encapsulates Algo. 5 with the additional
sampling of a final point (~Rf; ~Cf) of the particle tree, more
distant to the origin than a given value r0. The sampling
law of (~Rf; ~Cf) in Algo. 6 is similar to the one given in
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Function: f̃B5 (~r;~c; t)
Input: A point (~r;~c; t) in Er × Ec × R+

Output: An estimate of f(~r;~c; t)

t′ ← t;
repeat

Sample T � in (−∞: t′] following an exponential law for T � 6 t′ with rate ˆ̂ν: t� is obtained;
if t� 6 0 then

return f(~rb(0);~cb(0); 0);
// Ends the recursion

Calculate ηcok(~rb(t�); t�); η� is obtained;
ν̂′ ← 1

e

( 5
3

)5
2 κ η�;

t′ ← t�;
Sample R following a uniform law over [0: 1]; r is obtained;

until r ˆ̂ν < ν̂′;
Calculate cq, cok(t′); cq

′ is obtained;
Calculate ~vcok(~rb(t′); t′); ~v ′ is obtained;
Sample ~C∗ following a Maxwellian distribution, with peculiar speed ~v ′ and RMS speed cq

′: ~c∗ is obtained;
Sample ~U ′ isotropically: ~u′ is obtained;
~c ′ ← 1

2 [~cb(t′) + ~c∗ + ‖~cb(t′)− ~c∗‖ ~u′];
~c ′∗ ← 1

2 [~cb(t′) + ~c∗ − ‖~cb(t′)− ~c∗‖ ~u′];
// Recursively estimate f(~rb(t′);~cb(t′); t′)
f̃1 ← f̃B5(~rb(t′);~cb(t′); t′);
// Recursively estimate f(~rb(t′);~c∗; t′)
f̃2 ← f̃B5(~rb(t′);~c∗; t′);
// Recursively estimate f(~rb(t′);~c ′; t′)
f̃3 ← f̃B5(~rb(t′);~c ′; t′);
// Recursively estimate f(~rb(t′);~c ′∗; t′)
f̃4 ← f̃B5(~rb(t′);~c ′∗; t′);

return f̃1 + κ (
√

2πcq
′)3

ν̂′
exp
( (~c∗ − ~v ′)2

2 cq′ 2

)
(f̃3 f̃4 − f̃1 f̃2);

ALGO. 5. Estimation of f(~r;~c; t), valid in the conditions of the harmonic trap described in Secs. V and VI, including the
Maxwell collision model. The sampling choices detailed in Sec. VI are used. f is supposed to be known at t = 0. This
algorithm is recursive.

Eq. (23), with




~Rf = Rf ~Uf with




pRf(rf) =



r0

[( ω r0

cq, eq

)2
− 2
]

{[( ω r0

cq, eq

)2
− 2
]
(rf − r0) + r0

}
2
if r0 >

2 cq, eq

ω

2cq, eq/ω

(2cq, eq/ω + rf − r0)2 if r0 6 2 cq, eq

ω

~Uf of isotropic law

~Cf of law N (~vcok(~Rf; t); cq, cok(t)2¯̄1).
(44)

We observe the same behaviors in Algos. 5 and 6 as in
Algos. 1-bkw and 2:
The variance of the obtained estimator of f increases

with the simulated physical time, as shown in particu-
lar in Fig. 9. The middle line of the left panel shows a

Input: A radius r0 and a time t
Output: An estimate of Frac (‖~r‖ > r0; t), the

fraction of particles more distant than r0
from the origin at time t

Sample Rf: rf is obtained; // rf > r0

Sample ~Uf: ~uf is obtained;
Sample ~Cf: ~cf is obtained;
Estimate f(rf~uf;~cf; t) using Algo. 5: f̃ is obtained;

return rf
2 f̃

pRf (rf) p~Uf
(~uf) p~Cf

(~cf)
;

ALGO. 6. Estimation of a fraction of particles with high po-
tential energy, valid in the conditions of the harmonic trap
described in Secs. V and VI

dynamic having a minimum with time, but what is dis-
played is a relative variance. The increase of this relative
variance near t = 0 is due only to the fact that the es-
timated quantity f(~0;~0; t) starts at zero when t = 0; it
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FIG. 9. Results obtained by Algo. 5 applied to the harmonic trap problem described in Secs. V and VI. We follow the
distribution function f along the time t, at two probe points: the center of the phase space in column (a), and a point located
2× the RMS radius away the origin in column (b). These probe points (~r;~c) comply with the constraint ~c = ~vcok(~r; 0), such
that there f = 0 at the initial instant.
The confidence intervals displayed in the top and bottom graphs take account of 1 standard deviation. The graphs at the top
give a graphical comparison between the results, the values predicted in the final oscillating state (blue dashed lines), and the
values predicted by ballistic transport of the initial condition (red dotted lines). The graphs in the middle line show, with the
same results, the relative standard deviation given by the calculation. The graphs at the bottom display the mean recursivity
of Algo. 5 computing the points on the graphs above. Each displayed point has been obtained through running 104 realizations
of Algo. 5.
In every graph, each point has been calculated independently [points are of course the same at each abscissa along column (a)
and along column (b)]. This is how we have, naturally, placed more probe dates around ωt/(2π) = 3.
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FIG. 10. Results obtained by Algo. 6 combined with the sampling laws listed in Eq. (44), and applied to the harmonic trap
problem described in Secs. V and VI. What was calculated is the distribution of particles along the radius ‖~r‖, i.e., how many
particles are more distant from the origin than any given threshold r0; two dates are considered, ωt = 2π in column (a), and
ωt = 6π in column (b).
The confidence intervals displayed in the top and bottom graphs take account of 1 standard deviation. The graphs at the top
give a graphical comparison between the results and the values predicted in the final oscillating state (dashed lines; ballistic
transport of the initial condition leads to the same results, in these precise cases). The graphs in the middle line show, with the
same results, the relative standard deviation given by the calculation. The graphs at the bottom display the mean recursivity
of Algo. 5 called by Algo. 6, when computing the points on the graphs above. Each displayed point was obtained through
running 104 realizations of Algo. 6.
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shows that when t → 0, f(~0;~0; t) tends to zero faster
than the standard deviation of its estimator. The same
dynamic is visible on the relative variance exposed in
the left panels in Fig. 3. The maximums observed in
the relative variance exposed in the middle line panel of
Fig. 9(b) can be explained the same way: they corre-
spond to minimums of the estimated quantity which are
reached periodically, as shown in the panel above. See,
by the way, how these maximums of the relative variance
decrease with time, as the minimums of f move away
from 0.
The relative variance of the results of Algos. 5 and 6

is practically insensitive to rarefaction; we can evaluate
without difficulty fractions of the mass as small as one
millionth.
There is a noticeable decrease in the recursivity of

Algo. 5 when the probe points are taken farther from
the origin. This is expected since the raised collision
frequency ν̂ is higher near the origin. The recursion
depth has been diminished by the choice of space-time-
dependent ν̂ described in Eq. (40). If we had used instead
a constant raised collision frequency such as ˆ̂ν described
in Eq. (42), the mean recursion would have been higher.
The discontinuities visible on the bottom panels of

Fig. 10 at ω r0 = 2 cq, eq, are due to the discontinuous
change of the sampling law of Rf as listed in Eq. (44).
The same effect can be seen on the Fig. 6 at c0 = 2 cq.
These different sampling laws are designed to keep a low
variance of the estimations. The change of sampling law
does not bias the obtained estimators, as they are finally
divided by the sampling probability densities to keep the
wanted expectations, as explained in Eq. (2); but it does
change their variance. In cases displayed in Fig. 10, it
also changes slightly the mean recursion of called Algo. 5:
as explained just above, this mean recursion decreases
with the distance to the origin, and precisely this dis-
tance is distributed differently when r0 changes.

VII. CONCLUSION AND PERSPECTIVES

a. We have numerically solved the Boltzmann
equation of gas kinetics in several test cases, using the
Monte-Carlo method. It is the Monte-Carlo method as
used in linear transport physics: without bias, and where
particle paths are computed independently. The algo-
rithms that we have proposed are based on an integral
formulation of the Boltzmann equation, and rely on the
following of virtual particles (and their collision partners)
from their arrivals to their sources. As far as the authors
know, this is the first numerical method in gas kinetics
which thus proceeds along time, backwards.
The method retains some advantages of the MCM from

linear transport physics, its most striking properties be-
ing the following:

• Parallelization of the algorithm remains trivial.

• No mesh or time discretization is necessary in the
method.

• The method enables probe calculation, i.e., it is
possible to calculate the distribution function at a
point of the phase space without computing the rest
of the field.

• Rarefaction of the gas at the probe does not com-
promise the relative accuracy of the calculations.

• Similarly, the frequency of rare events (in the space
of speeds) can be estimated however scarce they
may be.

• The method is limited in (spatial or temporal)
Knudsen number; because it uses a branching es-
timation process, the mean complexity of which
grows exponentially with the mean number of col-
lisions.

• The branchings in the estimation process also in-
crease the variance of the obtained estimator at low
Knudsen, as briefly explained in Par. III:c. Several
ideas could be explored to lower this variance:

– Following the proposition in [76], one could
evaluate several times the quantity of collision
partners at each collision. This will be the
subject of future work.

– The control variate technique could be used
to lower the variance produced by each sam-
pling in the estimation process. The control
variables could be built on an approximative
solution of the problem under study, such as
the BGK phenomenology [77]. This will also
be the subject of future work.

– The estimation process could be replaced, be-
yond a given branching depth, by an approx-
imative solution. This amounts to sacrifice
the exactitude of our Monte-Carlo method
to avoid a high branching recursion and the
aforementioned associated problems. Similar
ideas have been explored in [78].

• As a result of the two previous points, we are to-
day essentially unable to perform a calculation on
a steady state.

b. If a geometry is present (a possibility not illus-
trated in this article), it enters the integral formulation
of the Boltzmann equation only through a calculation
of intersections between surfaces and ballistic trajecto-
ries. In addition, the boundary conditions in gas kinetics
are generally written as integral expressions of the distri-
bution of the outgoing molecules, directly usable in our
Monte-Carlo method. This leads us to state that tak-
ing into account any geometry will bring no difficulty,
given that ballistic trajectories are simple enough (typ-
ically, straight lines). If very complex geometries come
into play, we will be able to use the expertise of the image
synthesis community directly [13].
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c. Because the presented Monte-Carlo method ba-
sically performs probe estimations, benchmark compari-
son with other algorithms which compute the whole den-
sity field at once (such as Direct Simulation Monte Carlo
methods [2–9], Lattice Boltzmann methods [50–55], Uni-
fied Gas Kinetic Schemes [56–58], Fast Kinetic Schemes
[59–61], or Discrete Velocity Methods [62–65]. . . ) would
be irrelevant.
Here are four points we believe suitable for comparing

our method to the other ones:

• The main drawback of our method is that it works
only in physical situations with high Knudsen num-
ber. For example, in the physical situations pre-
sented in Secs. III and VI, it allows probe calcu-
lations only a few free flight mean times after the
initial condition. Other numerical methods do not
suffer from such a constraint.

• Even though mathematical developments shown in
Pars. III:b and V:b indicate that our method per-
forms better (i.e., it gives estimators with lower
variance) in gas near equilibrium, our method deals
well with gas in sharp disequilibrium, as illustrated
in Secs. III and VI. In these situations, our method
stays exact up to a reasonable statistical noise.

• Our method uses the original Boltzmann collision
operator, while the aforementioned methods which
use discretized velocity space (LBM, UGKS, FKS,
DVM) frequently rely on the approximate BGK col-
lision operator.

• Our method is also able to probe the quantity of
molecules in unpopulated parts of the phase space,
for example, at high kinetic energy, however scarce
they may be, without loss of relative accuracy. The
tests presented in Secs. III and VI show calcula-
tions which would be unaffordable with any other
method.
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