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Abstract—The identification of risks and opportunities is 

generally massively depending on the ability of managers and 

decision makers to analyze multi-dimensional situations, to 

mobilize their experience and to infer risks and opportunities. 

However, in the Big Data era, early warning systems have shown 

that data science could be an efficient way to automatize risk 

detection. In this article, a new and original vision of risks and 

opportunities management is introduced and discussed in the 

context of a simple example. The main expected benefit is to 

enable decision makers to manage the trajectory of a considered 

system with regards to its performance towards its associated 

objectives, and to also support the definition of these 

performance objectives. The system could be an enterprise in an 

economic context but mainly any social system trying to avoid or 

manage instability, disruptions or crises. 
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I.  INTRODUCTION 

The initial and basic statement that leads this research 
work is the following: instability is the norm [1], [2], [3]. It is 
no longer question to try to maintain any social or economic 
system in a stable situation. The main objective of 
management is to surf on instability and progress in a 
continuous instable state. A lot of authors use the following 
metaphor: “walking or running is a continuous unbalanced 
state”. In any case, considering this initial statement, the 
paradox is that even if instability is such a major contextual 
element for socio-economic systems, the data, information and 
knowledge management tools to support decision makers are 
generally dashboards mainly dedicated to visualization (except 
for simulation tools). These are very fascinating contributions 
and great tools but it is also only a way to prepare, as much as 
possible, the available informational and cognitive content for 
processing by a human brain. The complementary treatment to 
concretely advise the decision makers with deeper insights and 
tangible analysis is still quite in its infancy. 

The vision chosen for this article is based on the following: 

• Considering data about a situation to identify risks
and opportunities in order to support decision-making
is close to what Artificial Intelligence should be.

• An interesting analogy is to consider risks and
opportunities as physical forces applied onto the

observed socio-economic system. Risks and 
opportunity are then “pushing” or “pulling” a system 
in the referential of its performances. 

Roughly speaking, the principle of the research work 
presented in this article is to collect data about a system and its 
context to identify potential forces that could impact it (risks 
and opportunities) and to visualize the potential trajectories of 
the observed system in the referential of its performances. 

This approach could be relevant in a lot of contexts (from 
crisis management to supply-chain management, from strategy 
to operations). So, the main objective of this article is to 
clarify the vision of a formalized and structured way to use 
contextual data for the purpose of risk and opportunity 
detection in support of decision. This objective, in line with 
[4], aims at answering two main questions: (i) what does “use 
of data” mean exactly? And (ii) how can data be formally 
used for risk and opportunity detection? 

This article is structured as follows: First, and based on an 
overview of the related work, the AI framework is introduced 
(thus answering the first of the two previous questions). 
Second, the risk and opportunity management framework is 
presented (answering the second question). Then, a simple and 
fictional example is described to illustrate the contributions of 
the article. Finally, the next steps are listed in the conclusion. 

II. AN AI FRAMEWORK FOR DATA MANAGEMENT

A. Data, information, decision and knowledge framework 

The distinction between data, information and knowledge 
has been hardly discussed in the last decades. One of the first 
definitions relevant for this article can be found in [5]: “Data 
are symbols that represent properties of objects, events and 
their environments. They are products of observation”, 
“information is referred from data, it is contained in 
descriptions, answers to questions that begin with such words 
as who, what, where, when and how many” and, “Knowledge 
is conveyed by instructions, answers to how-to questions”. 

More recently, [6] provides the following definitions: 
“Data consists of discrete, objective facts about events but 
nothing about its own importance or relevance; it is raw 
material for creating information” while “Information is data 
that is organized to make it useful for end users who perform 
tasks and make decisions” and “Knowledge is broader than 



data and information and requires understanding of 
information (information about information, such as who has 
created the information).” 

In addition, the notion of common operational picture, 
defined in [7] and inherited from the domain of command and 
control requires the contextualization of data to obtain 
information [8]. The obtained information, stored as models, is 
analyzed, updated and monitored to support decision. 

Concretely, there are four concepts that should be 
considered to structure the data exploitation: data, information, 
decision and knowledge. On the basis of the previous elements, 
the following definitions are used: 

• Data: formalized observation of the world.

• Information: result of the interpretation of data through the
instantiation of conceptual references. 

• Decision: result of the exploitation of information through
dedicated processing mechanisms. 

• Knowledge: capitalized static information about previous
experience or extracted abstract concepts. 

For instance, let’s consider the following example of data: 
“wild fire”, “city”, and “wind”. This dataset can be interpreted 
through sense making mechanisms to create the following 
information: “there is a wild fire close to a city where there is 
wind”, which may provide the following information “there is 
a threat on the city” which is a risk, or at least a potentiality. 
Analyzing and processing this information may support the 
decision of “triggering the evacuation of the city”. This 
decision is also based on knowledge such as the concept of 
what is a “risk” (or a “potentiality”) and stored instances about 
the fact that “the wind is a strong factor for the fire to spread”. 

One strong hypothesis concerns data and the fact that all 
the questions of data source discovery, understanding, trust 
and cleaning are out of the scope of the current article. The 
hypothesis is the following “let’s assume that there are 
available data that are meaningful, trustable and usable”.  

The following figure (Fig. 1.) presents the K-DID 
(Knowledge / Data / Information / Decision) Framework, 
which is somehow based on the DIKW (Data / Information / 
Knowledge / Wisdom) pyramid presented in [9]. 

Fig. 1. The K-DID framework presenting the abstraction levels data, 

information, decision and knowledge 

B. AI combining Data Science and Industrial Engineering 

Both Data Science and Industrial Engineering aims at 
supporting the decision-making process. Both aims at 
providing organizations with approaches and tools to manage 
efficiently their activities, with regards to internal and external 
events. To reach that objective, Data Science is mainly based 

on Data Analytics [10] to work on dashboard, while Industrial 
Engineering basically focuses on Enterprise Modeling [11] to 
reason on situations. 

As for Data Science, [12] describes two main parts: Data 
Management and Data Analytics. Data Management includes 
Acquisition, Content Extraction and Data Integration and 
Representation. Data Analytics includes Analysis and Human-
Interpretation. It is easy to draw the line between this vision 
of Data Science and the K-DID framework on Figure 1. Data 
Management fills in the data layer while Data Analytics aims 
at providing the user with visualization that may be interpreted 
by him. Actually, the Analysis stage of Data Analytics is 
dedicated to performing detection of frequent patterns and 
correlations to obtain general statistics, which is basically 
what is expected at the decision layer of Figure 1. 

As for Industrial Engineering, two main parts may be 
identified as well: Enterprise Modeling and Model Driven 
Engineering. From [13] Enterprise Modeling can be 
considered as mainly using expert modelers to create (based 
on dedicated approaches and associated metamodels, know-
how and knowledge basis) models that can then be exploited 
for decision support. It also provides a support for knowledge 
management. Model Driven Engineering as studied in [14] 
and described more precisely in the context of industrial 
engineering (and not software engineering) in [15] considers 
that models might be used throughout all engineering 
disciplines and in any application domain, through model 
transformation, metamodel conformance, etc. 

Consequently, the following picture illustrates how Data 
Science and Industrial Engineering can be located on the K-
DID framework. The upper left part of Fig. 2. concerns Data 
Science (Data Analytics and Data Management), the upper 
right part concerns Industrial Engineering (Enterprise 
Modeling and Model Driven Engineering).  

Fig. 2. The location of Data Science (upper left) and Industrial Engineering 

(upper right) on the K-DID framework 

There are plenty of definitions of intelligence. Most of 
them include several features: (i) understanding, (ii) deciding 
or acting, (iii) adaptation to circumstances and objectives, (iv) 
based on knowledge, (v) abstract and formal. In the context of 
this article, and based on the previous element, we will 
consider the following definition of intelligence: The capacity 
to use one’s senses to understand any given situation and 
enact accordingly to reach one’s objectives. This definition 
includes all the features previously mentioned and could be 
used to define Data Science and Industrial Engineering 
according to the bottom part of Figure 2: 



• Data science: Use one’s senses to enact to reach
one’s objectives (missing the situation understanding
part).

• Industrial Engineering: Analyze any given situation
to enact accordingly to reach one’s objectives
(missing the sense-based collection part).

Both these visions show how partially Data Science and 
Industrial Engineering contribute to provide artificial 
intelligence for decision support. As a consequence, and in 
continuity with previous work [16] the ambition is to use Data 
Analytics to build situation models and to use Model Driven 
Engineering to use the obtained models for decision support. 
The following Figure 3 illustrates this AI framework mixing 
Data Science and Industrial Engineering:  

Fig. 3. The Artificial Intelligence framework, based on the K-DID one 

III. RISK AND OPPORTUNITY MANAGEMENT FRAMEWORK

A. General “field forces” inspired philosophy 

This article claims that risks and opportunities are the same 
concepts. As discussed in [17], Opportunity is the opposite of 
Risk but current practices mainly focus on risk detection. 
Furthermore, it is obvious that what could be considered as a 
risk from one point of view might be an opportunity from 
another perspective. Consequently, risks and opportunities can 
be considered as potentialities: changes in the situation that 
may happen and impact the performances of the system.  

According to [18], risk can be considered as the 
combination of the probability of occurrence and the impact of 
hazard. This vision can also be extended to opportunity as 
presented on Figure 4:  

Fig. 4. Classical two-dimension representation of Risk and Opportunity 

This is a very classical two dimensions representation of 
risk (probability VS. impact) but it also introduces two 
interesting concepts: occurrence and hazard. Besides, [19] 

presents risk three components based: (i) a driver or danger 
which induct the risk; (ii) an event with probability of 
occurrence of the risk; and (iii) a consequence resulted from 
the occurrence of the risk on susceptible assets. Finally, [20] 
and [21] present the description of a causal chain based on a 
Danger / Risk / Consequence chain (DRC chain). This DRC 
chain can be extended to include favorable condition (as a 
positive danger) to describe opportunity (as a positive Risk). 
The event can be a punctual event (e.g. it is starting to rain) 
but it can also be a verified condition (There are people in the 
building). Figure 5 presents this causal chain and the 
propagation loops. The red/green elements of figure 5 
illustrate the mechanism from the negative perspective (red 
elements for danger, risk and damage) and the positive 
perspective (green elements for favorable condition, 
opportunity, benefit). This chain is strongly inspired from the 
impact of force fields to susceptible systems. Yellow elements 
of Figure 5 introduce this analogy:  

Fig. 5. Mechanical forces inspired causal chain for risk and opportunity, with 

cascading effect retroactive loop 

Based on this framework inspired from mechanical forces, 
if we can use data flows to identify, on the one hand, the 
characteristics of the environment, and, on the other hand, to 
define the susceptibility to these characteristics of the systems 
immersed in this environment, then we might be able to 
determine the forces exerted on the systems. 

B. The two modeling frameworks of the approaches 

Following the previous ideas, the generic modeling vision 
proposed the “Physics of Organization Dynamics” approach as 
based on two modeling spaces: the first one is dedicated to 
characterizing organizations and their context: this is the 
“susceptibility framework”. The main idea of this modeling 
space is to locate organizations of the studied system with 
regards to dimensions that are representative of their precise 
nature. It can be geographical dimensions (latitude, longitude, 
altitude), type dimensions (domain, sectors, size), dependency 
dimensions (nature of inputs, type of energy), status (legal 
status, social status), image, etc. This set of dimensions is not 
closed and can be open to any characterization dimension 
relevant to any context. The main benefit of this first modeling 
space (the susceptibility framework) is that any specific 
characteristic of the context (dangers, favorable conditions and 
more generally impactful characteristic) can be model as a 
Boolean value in the susceptibility framework. It actually 
means that for each point in space, the considered 
characteristics impacts (1) or not (0) the organizations located 
in that point. Let’s take two examples: the seismic danger of 
Japan (characteristic) would only impact directly 



organizations of any kind (stake) with geographical 
coordinates in Japan. Similarly, a French project of tax 
reduction for companies of less than 200 employees based on 
the number of handicapped employees would only impact 
directly SMEs located in France. Obviously, the number of 
representative dimensions depends on the use-case but Figure 
6 illustrates that susceptibility framework in a simple case.  

Fig. 6. The susceptibility framework 

It is important to notice that characteristics could be 
represented with a more sophisticated function than Boolean 
(e.g. distribution between 0 and 1 depending on the strength of 
the impact, or even between -1 and 1). However, at this stage 
of the research work, a Boolean function is significant enough 
for the experiment and the demonstration. 

The second modeling space is dedicated to observing the 
actual impact of characteristics on organizations as 
(potential/actual) movements due to (potential/actual) forces: 
this is the “performance framework”. Basically, the main role 
of this framework is to locate organizations with regards to 
their KPIs and to represent, as forces, the impact of 
characteristics, on the organizations, with regards to these 
KPIs. This is the modeling space where the location (in terms 
of performance) and the trajectory (in terms of evolution and 
progress) of organizations can be modeled and studied. Figure 
7 illustrates that performance framework.  

Fig. 7. The performance framework 

Regarding the AI framework of Fig. 3., the susceptibility 
framework is the support for the information layer, while the 
performance framework is the support for the decision layer. 

IV. ILLUSTRATION WITH A SIMPLE USE-CASE

Nota Bene: The following example is fictional and is not 
meant to be realistic. This simple use-case is dedicated to 
illustrating the previous sections. 

Let us consider the following example of a thermal power 
plant in a territory where it provides electricity to a 

neighborhood, a midtown and a hospital. Besides producing 
electricity, the thermal plant also plays a role of dispatcher by 
storing electricity and buying electricity from two other 
providers: a nuclear plant and a hydroelectric dam. Figure 8 
illustrate this structure:  

Fig. 8. The organizational structure of the fictional use-case 

Basically, the component of the observed system may be 
susceptible to some characteristic of their environment. For 
instance, some weather event (e.g. a drought) may affect the 
components, which are in the weather event area, and 
susceptible to this kind of characteristic: the hydroelectric dam 
may reduce considerably its electricity production in case of 
drought. The cost of the coal may impact the components that 
use coal: the thermal power station may be financially 
impacted by the variation of the price of coal. Due to the green 
consciousness, the nuclear plant and the thermal power station 
may be impacted by some social and civic actions that could 
disturb their activities and reduce their production. 

This principle of susceptibility of components to some 
characteristics of the environment, depending on their geo-
location, on their nature, on their inputs/outputs is one of the 
main elements of the approach presented in this article. Fig.9. 
illustrates this principle in the case of the considered scenario 
on the associated susceptibility framework.  

Fig. 9. The susceptibility framework of components of the considered 

systems and characteristics of the environment 

The main interest of this question of susceptibility is to be 
able to define the way these characteristics may impact each 
component with regards to its own performance. Let’s 
consider that one component can be located in the referential 



of its key performance indicators (KPI), then the question is 
how the considered characteristic (to whom the component is 
susceptible) will change that location. The proposed vision for 
this question is to consider that the characteristic might impact 
the component according to a relative term and an absolute 
term: the relative term depends on the current location of the 
component (e.g. 50% of the buildings of the component will 
be impacted, in the case of a KPI on the number of buildings) 
while the absolute term does not depend on that location (e.g. 
the first line of buildings of the component will be impacted, 
in the same case of a KPI on the number of buildings). This 
idea can be represented with the following elements: 

• A component C can be characterized according to N
dimensions: C = (c1, c2, … cn) such as longitude,
latitude, type, nature, size, type of inputs, type of
outputs, etc.

• A characteristic of the environment is a Boolean
function of occupation: Ch (x1, x2, … xn) = 1 if the
characteristic Ch is actually present in the location (x1,
x2, … xn). Else, Ch (x1, x2, … xn) = 0.

• The location of C in these N dimensions determines
its susceptibility to characteristics: C is susceptible to
all characteristics that have a non-null value at the
coordinates of C.

• If C is susceptible to a characteristic Ch, then there is
a matrix MCh and a vector VCh that represent
respectively the relative term of the impact of the
characteristic Ch on C and the absolute term of the
impact of the characteristic Ch on C. Then the force
of Ch on C is : Force = MCh.C+VCh.

• MCh is a MxM matrix (impact matrix) and VCh is a
vector (impact vector) of M terms (where M is the
number of KPI considered for C). If the M KPIs are
independent, then MCh is a diagonal matrix.

• It is interesting to notice that depending on the nature
of the considered characteristics, there might be
profile of matrix and vectors.

In the simple example observed in that section, if we 
consider a very simple performance framework, with only two 
KPIs: cash and capacity, then, according to the susceptibilities 
identified earlier, the following net of forces can be defined 
for the Thermal Power Station. Some of these forces are actual 
forces (solid line) and some are potential forces, i.e. risks or 
opportunities (dash lines).  

Fig. 10. The performance model: a balanced net of forces, according to the 

identified characteristics of the context. 

One can observe that selling electricity increase the 
indicator of cash but decrease the capacity. Similarly, buying 
electricity increase the capacity but decrease the amount of 
cash. In the presented situation, the forces are initially 
perfectly balanced (as a whole and naturally specifically in 
terms of cash and capacity).  

Fig. 11. The sum of force of the thermal power station in the case of a stable 

balanced scenario. 

Let’s consider now the case of a weather issue (for 
instance a drought). Then the force represented with the purple 
dash line regarding the hydroelectric dam will be changed and 
the observed system will move (cf. red circles). See Fig. 12. 

Fig. 12. The performance model: an unbalanced net of forces in 2D. 

In the case of a drought, the dam is not any more able to 
provide electricity anymore. So, there is a resulting force that 
pushes the power station left and up. This is quite normal 
considering that the clients will still continue to buy electricity 
(unchanged incoming cash) but the power station will buy less 
electricity (fewer outgoing cash). See Fig. 13. 

Fig. 13. The sum of forces in the case of an unstable event. 

In this situation, stored electricity is basically just 
transformed in cash. However, this trajectory cannot be 
maintained a long time because the stock of electricity is not 
sustainable. As a consequence, to find a balanced situation 
again, the power plant should either reduce the volume of 
electricity delivered to customers or increase the capacity 
through other means (e.g. increase its own capacity or buy 
more capacity from other electricity providers). If the choice is 
to reduce the quantity of electricity delivered to its customers, 
it probably means that other performance dimensions should 
be considered to support that choice. Figure 14 illustrates this:  



Fig. 14. The use of other dimensions to refine the decision-making process. 

Then hopefully not only will the calculation system enable 
to define the trajectory of a component (in our case the 
component is the hydroelectric plant) but it may also enable 
the selection of options to control the trajectory and to reach 
target areas of the performance framework (i.e. the system’s 
objectives). Ultimately, this approach should even enable to 
study which part of the performance framework could be 
easier to access (i.e. show the system objectives that it didn’t 
even know could be reached). 

V. CONCLUSION 

The presented approach aims at using data to understand a 
given situation (through the design of a susceptibility model) 
and to exploit that vision of the situation to infer decisions 
(through the study of the performance model). These models 
(and the associated modeling frameworks) are based on an 
artificial intelligence framework, merging Data Sciences 
(especially data analytics) and Industrial Engineering 
(especially model-driven engineering). Data science is used 
mainly to build the susceptibility model and to define the 
impact matrix and the impact vectors of characteristics onto 
elements of the studied system. Industrial Engineering is used 
to contribute to the definition of the impact matrix and vector 
and also to exploit the obtained susceptibility models to create 
the performance model.  The final results would be to assist 
the decision-makers in helping organizations reach some 
target area in the performance framework, or even to define 
the reachable areas in the performance framework (and how to 
reach them). At this stage, this idea is supported by the 
performance model, but the next step is to work on the 
definition of a third modeling framework: the decision 
framework to build and handle a decision model. 
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