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Abstract

Quality control is of key importance in the aerospace industry. This paper deals with the automatic inspection of mechanical aeronautical assemblies. For that purpose, we have developed a computer-vision-based system made of a robot equipped with two 2D cameras and a 3D scanner. The 3D CAD model of the mechanical assembly is available. It is used as a reference and it describes the assembly as it should be. The objective is to verify that the mechanical assembly conforms with the CAD model. Several types of inspection are required. For instance, we must check that the needed elements of the assembly are present, and that they have been mounted in the correct position. For this kind of inspection we use the 2D cameras and we have developed inspection solutions based on 2D image analysis. We have found that some types of inspection cannot be performed by using only 2D image analysis. A typical example of such types is detecting the interference between elements. It requires to check if two flexible elements (e.g. cables, harnesses) or a flexible and a rigid element (e.g. pipe, support) are at a safe distance from each other. For this type of situations, we use the 3D data provided by the 3D scanner and we have developed an inspection solution based on 3D point cloud analysis. We have also developed a method to compute the best viewpoints for the sensor held by the robot, in order to obtain an optimal view of each component to be inspected. The view-point selection is performed off-line (before the on-line inspection) and it exploits the CAD model of the mechanical assembly.

1. Introduction

To automate the inspection process, improve its traceability and repeatability, and to reduce the human error, many aerospace companies aim to automate numerous and complicated operations of quality control of aircraft’s mechanical assemblies to address the various and growing security requirements.

We address the problem of automatic inspection in two parts: first, automatic selection of informative viewpoints before the inspection process is started (offline preparation of the inspection, section 2), and second, automatic processing of the 2D images or 3D point clouds acquired from said viewpoints (online inspection process, section 3 and section 4).

Several types of verification can be carried out on a mechanical assembly. For instance, check that the elements of the assembly are present and that they have been mounted in the correct position (the CAD model is the reference), check if two flexible elements (e.g. cables, harnesses) or a flexible and a rigid element (e.g. pipe, support) are at a safe distance from each other, and check that the bend radius of cable complies with safety standards.

According to the type of verification to be performed, one of the following general strategies has been developed:

1. Model-based 2D image analysis (also called 2D inspection). This method is easy to deploy since it only uses the two RGB cameras (camera with a wide field of view and camera with a narrow field of view) mounted on the robot (see Fig.1) and the CAD model of the object to be inspected. This method is presented in our recent paper [1].

2. Model-based 3D point cloud analysis (also called 3D inspection). This method uses one RGB camera (wide field of view camera) and the 3D scanner mounted on the robot, and the CAD model.

First strategy is preferred whenever possible, for time reasons (3D point cloud acquisition and analysis are more time consuming than those in the case of 2D image).

Rest of the paper is organised as follows. In section 2 we present our scoring function for evaluating possible viewpoints for our inspection tasks. In section 3 our approach based on 2D image analysis has been detailed and in section 4 we explain our methodology based on 3D point cloud analysis. Finally the paper is concluded in section 5. State of the art in the field is summarized in our recent papers [1], [2] and [3] so will not be elaborated in the present paper.
2. Viewpoints selection: offline process

The initial setup of camera viewpoints cannot be done manually, because a human operator cannot define with sufficient accuracy the camera position that will allow him to get the best viewpoint of the element to be inspected. Therefore, we need a (semi-)automatic offline configuration process that is used to compute the best viewpoints which can help to improve the quality and the efficiency of inspection. Later, during the online inspection process, the camera will be placed at those calculated viewpoints.

The strategy proposed to find the best viewpoint (computing the 6D location – position and orientation – of the camera with respect to the scene to be observed), based on the 3D model of the assembly is illustrated in Fig. 2. For each of two types of inspection, a scoring function is constructed. These functions are designed in a way to maximize observability of the element to be inspected. Finally, the best viewpoint can be selected from all of candidate viewpoints according to the scoring function.

Candidate viewpoints are generated by sampling a fixed radius virtual sphere around the element to be inspected. This radius is chosen in such a manner to comply with industrial security standards for ensuring security of the inspected element as well as of the inspecting robot.

The candidate viewpoints are evenly distributed on the sphere surface according the range of longitude $\theta$ and colatitude $\varphi$ (Fig. 3). The best viewpoint is selected according to the value of the scoring function.

2.1. Scoring function for 2D inspection

Our scoring function for 2D inspection combines three criteria:

- Visibility of the information ($f_{visibility}$)
- Ambiguity of observed shape due to parasite edges ($f_{parasite}$)
- Similarity of observed shape to expected shape ($f_{shape}$)

$f_{visibility}$ - each viewpoint yields a render of our element of interest with a certain number of pixels. The $f_{visibility}$ function takes into account this value and favors those viewpoints with higher number of pixels (area in the image). It should be noted that the occlusion is taken into account in the rendering pipeline (see Fig. 6 for ex.).

$f_{parasite}$ - this function favors the viewpoints with less rejected edgelets due to parasite edges in their vicinity. For more details about parasitic edges see section 3.4.1.

$f_{shape}$ - finally, each candidate viewpoint is also evaluated by computing the similarity between the shape of filtered projected edgelets of the inspection element (obtained...
by rejecting those prone to parasitic edges and occlusion) and the unfiltered projected edgelets.

The three criteria presented before for evaluating each viewpoint are combined using a scoring function $f_{score}$:

$$f_{score} = w_v \times f_{visibility} + w_p \times f_{parasite} + w_s \times f_{shape}$$

$$w_v + w_p + w_s = 1$$

$w_i$’s are weights that assign importance to the different viewpoint evaluation criteria, and they can be adjusted by the user depending on the importance of the criteria for a specific inspection application. $f_{visibility}$, $f_{parasite}$ and $f_{shape}$ are normalized.

### 2.2. Scoring function for 3D inspection

For 3D inspection, the scoring function is based on the visibility criteria only. This criteria is explained in the previous section and represented by a function $f_{visibility}$. Hence in the case of 3D inspection the following holds:

$$f_{score} = f_{visibility}$$

### 3. Inspection by 2D image analysis

In this section we will detail our main contribution when relying on 2D images and CAD model of the assembly. The goal of this inspection task is to verify that a rigid element of the assembly is present and well mounted. Examples of the CAD models of the assemblies we have been inspecting can be seen in Fig. 4.

![Figure 4: Some of our CAD models: (1st column) aircraft engine, (2nd column) two testing plates with several elements](image)

Our inspection process for the defect detection illustrated in Fig. 5 consists of four main steps. First, from the CAD model of the observed object, 3D contour points (edgelets) are extracted. Further, the edgelets with their direction vectors are projected onto the real image using a pinhole camera model (extrinsic and intrinsic parameters).

![Figure 5: Overview of our online robot-based inspection pipeline](image)

#### 3.1. Step 1 (edgelet generation)

An edgelet $E_i$ is defined as a 3D point $p_i = (x_i, y_i, z_i)$ and a normalized direction vector $d_i$ of the edgelet. These points $p_i$ represent the 3D contour points of an object (see Fig. 6). The edgelets are extracted offline by rendering a CAD model as explained in [4].

The output of this step is a set of edgelets that are evenly distributed.

![Figure 6: Edgelets extraction: (left) example of CAD part, (right) edgelets extracted from this CAD part](image)
3.2. Step 2 (camera pose estimation)

Our strong pre-assumption is that the moving camera is localized with respect to the complex mechanical assembly being inspected. Namely, we rely on an in-house developed system for initial pose estimation based on 2D-3D alignment, our inspection camera being then considered as moving in a partially known environment. The mentioned algorithm accurately estimates the camera’s pose with respect to the object by including the geometric constraints of its CAD model in an optimization process.

3.3. Step 3 (3D/2D projection)

In this phase, we project 3D points of edgelets onto the image using known extrinsic and intrinsic camera parameters (see Fig. 7). The input of this step are an image, the camera pose with respect to the assembly (CAD) and a set of evenly distributed edgelets of the element to be inspected.

![Figure 7: (Left) projection of edgelets (3D points $p_i$), (right) inward-pointing normals $n_i^+$ and outward-pointing normals $n_i^-$, generation of search line $l_i$](image)

3.4. Step 4 (matching projected edgelets with real edges)

The goal of this step is the matching between the set of projected edgelets and the set of real edges according to the direction of the normal vectors calculated in step 3 (section 3.3). If at least one real edge is found on the search line, the edgelet is considered matched. Otherwise, it is considered not matched.

Initially we employed the well known and widely used Canny edge detector for extracting meaningful real edges in the real image. The results reported in our recent paper [1] are obtained by this algorithm.

Nevertheless, we have identified more recent edge detection approaches such as [5] based on neural networks. Fig. 8 illustrates a quantitative comparison of Canny edge detector and the edge detector proposed in [5]. In our analysis conducted by this moment, we have noticed that the latter one outperforms Canny, notably in treating highly reflective as well as highly textured areas. Moreover, by using machine learning based detectors we avoid the sensitive phase of parameters tuning unavoidable in the case of Canny approach. In the present paper, the inspection results have been obtained based on 2D edges extracted by the machine learning technique.

![Figure 8: Quantitative analysis of Canny edge detector and edge detector based on neural network (a,d) input images, (b,e) results by Canny edge detector, (c,f) result by neural network edge detector](image)

3.4.1. Parasitic edges handling

In this section, we describe our principal contribution, introduced in order to remove as much as possible irrelevant edges. Namely, by using CAD render, we anticipate the existence of some portion of parasitic edges coming from other elements mounted in the vicinity of the inspected element. Indeed, often there are edges very close to the external boundary of the element to be inspected. We call them parasitic edges or unwanted (irrelevant) edges. To solve this kind of problem, we introduce a new notion called context image of an element to be inspected. From the CAD data and the particular camera position, we form a synthetic view (context image), which has exactly the same perspective as the real image, only that the inspected element is excluded from the assembly (see Fig. 9).

![Figure 9: (Left) example of CAD model - inspected element (dark blue) is in the red circle, (right) context image of the inspected element](image)

The process of decreasing number of parasitic edges is illustrated in Fig. 10. First, we project the edgelets of the element of interest onto the context image, as explained in step 3 (section 3.3).

Further, we form search lines (see Fig. 10d) and look for the intensity change in this virtual context image. Intensity changes are shown in Fig.10d. If such a change in context image is found, it is very probable that this edge will be present in the real image as well. Therefore, we will
not consider this edgelet for matching. These edgelets are shown in red in Fig. 10d. Other edgelets, shown in green in Fig. 10d, are considered in the matching phase.

![Image](image-url)

Figure 10: Illustration of the parasitic edges handling: (a) input image, (b) projection of the element to be inspected, (c) context image of the element to be inspected, (d) gradient changes in the context image and considered edgelets (green) and rejected edgelets (red)

3.4.2. Edges weighting

For each edgelet in the 3D CAD that is projected onto the image plane, we are interested in finding an image location that contains a real change in image intensity (edge). For this, we first produce an edge image and search for candidate locations along a search line $l_i$ that is obtained as described in section 3.3. Each edge location along the search line that is within a pre-specified distance from the location of the projected edgelet is weighted according to a Gaussian function of the distance of the edge point from the location of the projected edgelet. Instead of simply counting matched edgelets, these weights will be added up in the final score. We do this in order to favorize the edgelets matched with very close real edges and penalize those which are matched with real edges that are far away.

3.4.3. Gradient orientations

When we search for an edge in the image, we may encounter edges due to image noise or geometric features that arise from the parts different from the inspection element. To reject such candidates, at each encountered edge location, we compute the gradient of the edge and find the angle it makes with the search line $\theta_i$ (see Fig. 11). If this angle is greater than a threshold ($\theta_i > \theta_{th}$), we reject the candidate and continue our search. If no edges are found within the search limits that satisfy the orientation criteria, we decide that no edge corresponding to the inspection element of interest is present. In our experiments, we have set $\theta_{th} = 20^\circ$.

![Image](image-url)

Figure 11: Criteria of orientation similarity. (1st column) projection of edgelets corresponding to the inspecting element onto the 2D image, (2nd column) a zone of the image zoomed in 3200 times. (a) Contour point $c_i$ and edgelet $e_i$ have too different orientations ($\theta_i = 120^\circ$), (b) Contour $c_i$ and edgelet $e_i$ have similar orientations ($\theta_i = 0^\circ$)

3.5. Step 5 (making decision on state of the element)

Producing an inspection decision based on matching filtered edgelets independently with edges in the real image can lead to false positives since the matched edges in the real image may as well arise from an element with not the same shape as the inspected one. To take the global shape of the element into account, we propose to characterize the filtered edgelets and the edges detected in the real image using the Shape Context framework [7]. The Shape Context (represented by a set of points sampled from the edges of the object) is a shape descriptor that captures the relative positions of points on the shape contours. This gives a globally discriminative characterization of the shape and not just a localized descriptor. These are then used to measure similarities between shape context representations of the two sets of edge locations.

The workflow of the decision-making step is shown in Fig. 12. The decision is taken using two indicators: the similarity score (similarity$_{score}$) based on Shape Context and the matched ratio (matched$_{ratio}$) represented by the ratio between matched and not matched edgelets.

In Fig. 13, we show the CAD model, the RGB image acquired by the inspection camera, and the final result on two different cases (element OK and element NOK).
be calculated based on the metrics of sensitivity and specificity. The accuracy, sensitivity and specificity are defined as:

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]

\[
\text{sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{specificity} = \frac{TN}{TN + FP}
\]

### 3.6.2. Precision and Recall

Precision and recall metrics are used to validate the performance of defect detection. Precision and Recall are defined as:

\[
\text{precision} = \frac{TP}{TP + FP}
\]

\[
\text{recall} = \frac{TP}{TP + FN}
\]

\[
F_{\text{score}} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

The $F_{\text{score}}$ is calculated to measure the overall performance of a defect detection method. The highest value of the $F_{\text{score}}$ is 100% while the lowest value is 0%.

### 3.7. Evaluation

The approach was tested on a dataset acquired in a factory with a total number of 43 inspected elements and 643 images. Elements are inspected one by one and decision on each of them is based on one acquired image. The distance between camera and inspected element has been set at 600 mm with a tolerance of ±6 mm. Some examples of our dataset used to validate our approach are shown in Fig. 14. It can be noted that our dataset is acquired in a context of industrial robotized inspection in conditions of very cluttered environment.

The overall performance of our method is represented by $F_{\text{score}} = 91.61\%$. The values of specificity, accuracy, sensitivity, precision and recall of our method are shown in Tables 2 and 3.

| Table 2: Result of the evaluation (TP, TN, FP, and FN) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Nbr of elements | Nbr of images   | TP              | TN              | FP              | FN              |
| Detected as defective | 43              | 643             | 344             | 236             | 63              | 0               |

The experimental results show that our proposed approach is promising for industrial deployment.

The main challenge we faced lies in the fact that our dataset is acquired in a factory, on a real and very complex assembly at the very end of the production line (almost all the elements are mounted). Therefore, the environment
Figure 14: Some examples of our dataset used to evaluate our approach in a context of robotized inspection in conditions of very cluttered environment: (1st and 3rd rows) real images, (2nd and 4th rows) corresponding renders of CAD models.

Table 3: Performance measures

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>$F_{score}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>90.20%</td>
<td>100%</td>
<td>78.93%</td>
<td>84.52%</td>
<td>91.6%</td>
</tr>
</tbody>
</table>

around inspected element is very cluttered and the matching task becomes more difficult.

Please refer to our recent paper [1] for more detailed explanation of the experiments and especially the comparison of the evaluation of the hand-held tablet inspection system and the robotic inspection platform.

4. Inspection by 3D point cloud analysis

The strategy based on 3D point cloud data is used when 2D image processing is not sufficient. Indeed, sometimes, using 3D data is necessary, for example for checking if the distance between two cables is conform to the security standards. These types of defects are undetectable with an RGB camera because the cables have the same color. Moreover, obtaining distance measurements is challenging in the absence of depth information.

More precisely, it is required to check if two flexible elements (e.g. cables, harnesses) or a flexible and a rigid element (e.g. pipe, support) are at a safe distance from each other. Fig. 15 illustrates that 2D image analysis is not sufficient to solve this type of inspection problem.

Figure 15: Example of 3D inspection: (left) airplane engine (right) the interference between some cables cannot be determined by 2D image analysis.

The online inspection process consists of several steps, which are detailed in this section: (1) a 3D point cloud is acquired using the pre-calibrated Ensenso N35 3D scanner mounted on the robot arm (Fig. 16), (2) a two-step global-to-local registration procedure that allows for alignment of the 3D data with the 3D CAD model is performed, (3) the cables are segmented from the 3D point cloud, (4) the distance between each cable and its surrounding environment is computed in order to detect a possible interference problem, (5) the bending radius of each cable is computed.

Figure 16: Pre-calibrated Ensenso N35 3D scanner.

4.1. 3D cable segmentation

Cables are designed to be flexible. The registration or matching with 3D CAD model becomes problematic when the target objects are non-rigid, or prone to change in shape or appearance. Nevertheless, cable connection points, where the cable meets connectors or clamp, are rigid. These connection points are the most important elements for aligning with CAD model. Indeed, these points make it possible to guarantee a rigidity of a portion of cable.

After some preprocessing steps such as known noise removal techniques as well as subsampling CAD model mesh, we proceed to a global 3D/2D alignment phase. The results of the global registration are refined by a local registration process that uses an iterative non-linear ICP proposed by Besl and McKay [8] and Levenberg-Marquardt algorithm [9].
We further perform segmentation of a cable by modeling it as a set of cylinders. We propose a search structure that allows to find the cables present in the real point cloud and to reconstruct them as collections of cylinders of varying radius, length, and orientation. Each cylinder, called sub-cable, is fitted, using the point-to-point ICP algorithm [10], to the point cloud data corresponding to a cable. More details about our method can be found in our recent papers [2] [3].

The final result of the cable segmentation phase can be seen in Fig. 17.

The objective is to determine if the cables are at a safe distance \( d_T \) from the other surrounding elements present in the mechanical assembly. The result of the interference detection is presented in Table 4.

### 4.2. Interference detection and bend radius computation

The global objective of the inspection process is to measure (1) the minimum distance between each segmented cable and the other elements in the mechanical assembly (in order to check a possible interference problem), and (2) the bend radius of each segmented cable (in order to check that it complies with safety standards).

#### 4.2.1. Inputs

After the segmentation process, we have two main point clouds: the segmented point cloud, which we will call \( \mathcal{P}_s \), and all the other points, excluding the segmented point cloud, which we will call \( \overline{\mathcal{P}}_s \) (see Fig. 19). If we call \( \mathcal{P} \) the filtered input 3D point cloud provided by the 3D scanner, we have \( \mathcal{P} = \mathcal{P}_s + \overline{\mathcal{P}}_s \).

#### 4.2.2. Interference detection

In this section we will focus on the detection of a possible interference between a cable and the other surrounding elements (another cable, a support, etc.) present in the mechanical assembly.

Figure 17: (a) the final cylinder model (made of 12 sub-cables) in green and, in blue, a detected hole in the cable due to two overlapping cables (1 sub-cable) and (b) the segmented point cloud Fig. 18 and Table 4 illustrate the final cylinder model shown in Fig. 17 made of 13 consecutive sub-cables labeled \( sc_1 \) through \( sc_{13} \). Fig. 18 shows the details of the 13 sub-cables: their radius, the length, the angle between consecutive main axis and the direction of propagation, where ‘+’ denotes first direction and ‘-’ denotes second direction. It should be noted that \( sc_8 \) is a detected hole due to the overlapping cables (see Fig. 17) and its radius is equal to the radius of previous sub-cable \( sc_7 \).

![Figure 18: An illustration of the final cylinder model shown in Fig. 17 made of 13 consecutive sub-cables labeled \( sc_1 \) through \( sc_{13} \) (different colors denote the sub-cable models)](image)

<table>
<thead>
<tr>
<th>Sub-cable</th>
<th>Radius</th>
<th>length</th>
<th>Angle</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>( sc_1 )</td>
<td>5.81</td>
<td>33.55</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>( sc_2 )</td>
<td>5.93</td>
<td>22.09</td>
<td>8.51</td>
<td>+</td>
</tr>
<tr>
<td>( sc_3 )</td>
<td>5.89</td>
<td>17.83</td>
<td>2.12</td>
<td>+</td>
</tr>
<tr>
<td>( sc_4 )</td>
<td>5.97</td>
<td>17.97</td>
<td>11.4</td>
<td>+</td>
</tr>
<tr>
<td>( sc_5 )</td>
<td>5.91</td>
<td>19.26</td>
<td>3.7</td>
<td>+</td>
</tr>
<tr>
<td>( sc_6 )</td>
<td>5.90</td>
<td>16.43</td>
<td>4.12</td>
<td>-</td>
</tr>
<tr>
<td>( sc_7 )</td>
<td>5.91</td>
<td>10.01</td>
<td>2.02</td>
<td>-</td>
</tr>
<tr>
<td>( sc_8 )</td>
<td>–</td>
<td>13.20</td>
<td>3.22</td>
<td>-</td>
</tr>
<tr>
<td>( sc_9 )</td>
<td>5.93</td>
<td>22.01</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>( sc_{10} )</td>
<td>5.98</td>
<td>10.66</td>
<td>1.1</td>
<td>-</td>
</tr>
<tr>
<td>( sc_{11} )</td>
<td>5.92</td>
<td>19.44</td>
<td>4.3</td>
<td>-</td>
</tr>
<tr>
<td>( sc_{12} )</td>
<td>5.79</td>
<td>11.81</td>
<td>12.3</td>
<td>-</td>
</tr>
<tr>
<td>( sc_{13} )</td>
<td>5.80</td>
<td>18.02</td>
<td>11.2</td>
<td>-</td>
</tr>
</tbody>
</table>

The angle between two consecutive main axis \( \theta_i \) can easily be computed by considering each main axis to be a vector and by taking the dot product of the two vectors:

\[
v_1 \cdot v_2 = |v_1||v_2| \cos(\theta_i)
\] (1)
5.3.2 Interference detection

In this section we will focus on the detection of a possible interference between a cable and the other surrounding elements in the mechanical assembly. We address the problem of inspection in two parts: first, automatic selection of informative viewpoints before the inspection process is started, and, second, automatic treatment of the acquired images and 3D point clouds from said viewpoints by matching them with information in the 3D CAD model.

The minimum allowed bend radius is based on the diameter and the type of cable. By industry standards, the recommended bend radius for harnesses should not be lower than 10 times the diameter of the largest cable.

The results are evaluated on the basis of the difference between the ground truth bend radius $R_c$ and the estimated bend radius $\tilde{R}_c$:

$$MSE_{\text{bend radius}} = \frac{1}{n} \sum_{i=1}^{n} (R_{ci} - \tilde{R}_{ci})^2$$  \hfill (2)

On a set of 3 different cables with different, radius, resolutions and different bend radius, we found $MSE_{\text{bend radius}} = 1.23$ mm.

As expected, we have found that the results are better when the number of sub-cables found is high. Indeed, the fitting of plane or circle are more accurate when the set of start-points $P_s$ and end-points $P_e$ contains more points.

5. Conclusion

We proposed an automated inspection system for mechanical assemblies in an aeronautical context. We address the problem of inspection in two parts: first, automatic selection of informative viewpoints before the inspection process is started, and, second, automatic treatment of the acquired images and 3D point clouds from said viewpoints by matching them with information in the 3D CAD model.
The experimental results show that our method is highly accurate in detecting defects on rigid parts of the assembly as well as on aircraft’s Electrical Wiring Interconnection System (EWIS).
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