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ABSTRACT

In the Selective Laser Melting (SLM) process, residual stresses are a major problem because they impact the dimensional accuracy and mechanical properties of the manufactured parts. A new methodology, based on distortion measurements using the bridge curvature method (BCM), is developed for the quantitative assessment of residual stresses. The bending of the surface of the released specimen is approximated by a quadratic polynomial and quantitative criteria are determined on both profiles and surface topographies measured by non-contact 3D optical microscopy. The accuracy of the method is evaluated by a statistical analysis using repeatability tests. Focus variation microscopy (FVM) measurements show better repeatability than extended field confocal microscopy. Compared to the 2D measurements generally reported in the literature, 3D characterization provides relevant information as the orientation of the main distortion, which may help to highlight the effect of SLM process parameters. In fact, the flatness parameters and curvature attributes measured on surface topographies are much more robust and repeatable than the distortion magnitude measured on isolated profiles. In particular, 3D analysis helps to show that the distortions are maximum perpendicular to the path of the laser.
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1. Introduction

Additive manufacturing (AM) processes, and in particular selective laser melting (SLM), are recognized as a promising technology due to its ability to produce complex and lightweight customized components. These are directly fabricated from a sliced 3D-CAD model, without requiring expensive part-specific tooling [1]. Despite its many advantages, the SLM process is still under development, especially for aeronautical applications. Among the current challenging research topics, most studies focus on the material densification, microstructure and mechanical properties [2–7], while some others are dedicated to process monitoring, improving surface quality and reducing residual stresses [1,3,8–10]. The SLM process belongs to the family of powder-bed fusion (PBF) technologies [11], whereby a thin layer of powder spread on a substrate is selectively melted by a computer controlled laser beam and consolidates by heat diffusion. The part is built layer by layer, by repetition of these steps for successive powder beds [12,13]. During production, the material experiences large localized temperature gradients due to rapid heating and cooling within a short time associated to the scan pattern of the high energy focused laser beam. Due to the layered build-up, the latter melting layer may re-melt or reheat the underlying layers. This results in high thermally-induced internal stresses which can detrimentally affect the mechanical performances and thus the reliability and life of the components in service [14]. When removing the part from the base plate, the residual stresses are released by shrinkage and bending deformation, causing dimensional inaccuracies [7,9,10,15,16]. The distortion or even cracking of the part can sometimes happen during the process when the stresses reach critical levels. Understanding and controlling the development of the residual stresses inducing the component distortion is a critical issue and one of the current challenging research topics in SLM manufacturing [1].

Residual stresses can be generated in many structures and components during various thermal or thermo-mechanical manufacturing processes such as welding, forming, heat treatment, machining, etc. [17–24]. Over the years, various techniques have been developed to evaluate residual stresses, such as X-ray and neutron diffraction, ultrasonic velocity, magneto-acoustic emission, hole drilling, instrumented sharp indentation, crack compliance, layer removal, etc. [25–27]. These methods can be classified depending on their characterization scale and their destructive or non-destructive nature. Mechanical methods (e.g., sectioning, contour, hole-drilling, ring-core, curvature) are used to characterize type I macro-stresses which vary over large distances (namely the dimensions of the part). These
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destructive techniques are based on the deformation measurement during or after complete or partial release of the residual stresses upon disturbing the mechanical equilibrium of the part. Non-destructive “physical” methods, such as diffraction analysis, are more relevant for assessing residual stresses of type II and type III, which occur respectively at the grain level or on the atomic scale [9,22]. However, the measurement uncertainties obtained by these methods depend on the material being analyzed. In particular, the correct evaluation of residual stresses in titanium alloys is difficult due to the overlap of the diffraction peaks associated with their poorly defined shape [25,26].

The curvature method, which consists in measuring the deflection or curvature of a part caused by the addition or removal of material containing residual stresses, is generally used to determine post-process thermal stresses within coatings and layers [22,23,27]. It can be applied to SLM components since the additive manufacturing is based on melting of successive layers, for example to optimize process parameters (such as laser power, scan speed and strategy, layer thickness, preheating, etc.) known to have a significant effect on the residual stresses [22,28]. Thus, several studies [13,29–32] were performed using an overhang “cantilever” test geometry selected to cause significant distortions, to investigate the influence of process parameters or to validate distortion prediction models. The method consists in determining the difference between the height of the specimen arms before and after separation from the support structure, on few points (usually about ten) along the longitudinal axis of the specimen. However, the measurement accuracy is limited to a hundred or a few hundred micrometers, due to the method of cutting the supports, and to the high surface roughness which is not filtered in the profile [30]. In-situ measurements can be useful to monitor the PBF process during the part build [3,33,34]. Thus, Denlinger et al [35] used a laser displacement sensor to measure in situ deflection of a rectangular parallelepiped substrate material free to distort at one extremity, in order to investigate the residual stresses accumulated during the building of Ti-6Al-4 V and Inconel 625 parts by laser-based directed energy deposition. In addition, the authors determined the pre- and post-process plate profiles at ten points along the top of the substrate using a coordinate-measurement machine.

The changes in the plate profile and out-of-plane distortion of the substrate were then calculated by subtracting the pre-process from the post-process measurements. But this asymmetric geometry, as the cantilever, enables to assess the residual stress only in one direction, because it concentrates the stresses along the specimen axis. For their part, Kruth et al [15] investigated the amount of residual stresses in Ti-6Al-4 V parts produced by SLM using a bridge-shaped geometry specifically designed. Their so-called “bridge curvature method” (BCM) consists in determining the residual stress by finite elements simulation using on the curling angle α. This parameter is defined as the deviation from the normal position of the planes at the bottom of the pillars cut off from the base plate by wire EDM. It is determined using a 3D-CNC vision measuring machine. However, the measurement accuracy of the curling angle may be affected by a poor quality of the specimen cut, whereas the value of the calculated stress is very sensitive to the accuracy of this measure.

In the present study, an improved methodology derived from the BCM is proposed to accurately assess the part distortion of Ti-6Al-4 V bridge-shaped specimens produced by SLM. Profile and 3D surface measurements are performed on the upper surface using optical microscopy before and after removing the specimen from the base plate. The surface topographies are filtered and analyzed to determine the magnitude of distortion and additional parameters expressing the shape of the curvature. The repeatability of the method is assessed by statistical analysis, and the results of 2D and 3D measurements are compared.

### 2. Experimental procedure

#### 2.1. Material and specimens

SLM experiments were performed on a ProX® DMP 200 machine from PHENIX SYSTEMS. Titanium alloy Ti–6Al–4 V was used as powder material, chosen for many applications as aerospace and biomedical industries owing to its good strength-to-weight ratio, high fatigue and corrosion resistance, good bio-compatibility associated to a good formability and heat treatability [5,24]. The powder was plasma-atomized, resulting in a particle size ranging from 15 μm to 70 μm and a median diameter d_50 of about 35 μm. A parallelepiped bridge shape, shown in Fig. 1, was selected to emphasize residual stresses during and after the manufacturing [15]. Specimens were manufactured in a protective argon atmosphere to prevent oxidation, using a non-preheated Ti–6Al–4 V base plate and without supporting structures. The invariant manufacturing parameters are reported in Table 1. Various laser scan strategies were investigated, as indicated in Fig. 2.

#### 2.2. Measurement of distortions

##### 2.2.1. Non-contact optical measurement techniques

The specimens were removed from the SLM support plate by electro-erosion. The distortions due to residual stresses that developed during the building process were released during the cutting. The surface of the specimen was measured using an Extended Field Confocal Microscope (EFCM, Altisurf 5200), based on the principle of chromatic coding (Fig. 3a):

- focusing of a white light source reflected on the surface of the sample,
- beam splitting of the polychromatic light source into its constituent wavelengths by an accurate distance-measuring sensor incorporating special chromatic lenses (each wavelength being able to focus only on a point situated at a specific distance from the sensor, thus creating a continuum of monochromatic imaging points),
- activating the distance-sensing ability of the sensor by matching the central wavelength of the reflected beam to the exact height of the

### Table 1

Manufacturing parameters kept constant on the SLM machine.

<table>
<thead>
<tr>
<th>Laser spot diameter (mm)</th>
<th>Laser power (W)</th>
<th>Scan speed (mm/s)</th>
<th>Hatch spacing (mm)</th>
<th>Layer thickness (mm)</th>
<th>Number of layers</th>
<th>Contour scan</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>300</td>
<td>1800</td>
<td>0.085</td>
<td>0.06</td>
<td>233</td>
<td>none</td>
</tr>
</tbody>
</table>

![Fig. 1. Geometry and dimensions (in mm) of the SLM bridge-shaped specimen.](image-url)
focused point, via a spectrometer [36]. The scanning was carried out through a CHR-150 controller (Stil S.A.) connected to the profilometer and provided a topographic image representing the surface height \( z \) as a function of the surface coordinates \((x,y)\). In order to improve the sensitivity of the sensor to reflected light, dark background correction was systematically performed before measurement.

A Focus Variation Microscope (FVM, Alicona InfiniteFocus SL) was also used to measure the specimen surface. As detailed in Figure 3b, this technique is based on exploiting the small depth of focus of an optical system with vertical scanning to provide topographical and colour information from the variation of focus [37]. Although less accurate on altitude coding than EFCM, this technique had the advantage here of being faster for the acquisition of large areas.

### 2.2.2. Profile measurements

Profile measurements were performed by EFCM on the specimen top surface in both \( X \) and \( Y \) directions, using a chromatic sensor having a 350 \( \mu \)m depth of field (whose full features are given in Table 2). A fairly low-sampling frequency of 100 or 300 Hz (depending on the specular properties of the surface) was used to limit the amount of non-measured points, which typically represented between 1 and 5\% of the scanned area. Three profiles of 18.8 mm length and five profiles of 9 mm length, spaced about 4 mm apart and crossing the specimen respectively along the \( X \) and \( Y \) axes, were acquired. The profiles were spaced apart by about 4 mm. The lateral resolution of the profiles was selected to 1 \( \mu \)m, and the measuring speed to 100 \( \mu \)m/s in order to improve the signal. An example of a raw profile measured along \( X \) direction is given in Fig. 4a.

The repeatability of the measurements was evaluated on three selected specimens produced with different laser scan angles \( \theta \) (i.e. 0°, 45° and 90°). Five different acquisitions were performed by the same operator, over several days/weeks. For each measurement, the specimen was removed from the motorized table and then replaced.

#### Table 2

<table>
<thead>
<tr>
<th>Total depth of field (mm)</th>
<th>Working distance (mm)</th>
<th>Axial (z) resolution (( \mu )m)</th>
<th>Lateral resolution (( \mu )m)</th>
<th>Precision (( \mu )m)</th>
<th>Reflection limit angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>28</td>
<td>0.01</td>
<td>4</td>
<td>0.1</td>
<td>30</td>
</tr>
</tbody>
</table>

### 2.2.3. Surface topographies

The topography of upper surface of the specimens (about 19.3 mm \( \times \) 9.3 mm, i.e. 90\% of the total area excluding extreme edges) was scanned by EFCM. Due to high \( z \) variation of the surface, a chromatic optical probe with a large depth of field (3 mm) had to be used. A scanning speed of 1 mm/s and a low sampling frequency (100 Hz) were selected. The lateral resolution was set to 10 \( \mu \)m along both \( X \) and \( Y \) directions to reduce the acquisition time.

Surface measurements were also carried out by FVM, chosen for its ability to measure a wide \( z \) range characteristic of shape defects. The specimens were mounted on a motorized stage and illuminated with ring light. A 10 \( \times \) objective lens was used, giving a \( XY \) range of 22.32 mm \( \times \) 11.25 mm constituted of 12 \( \times \) 7 fields of view. Vertical resolution was set at 200 nm and lateral resolution at 3.9 \( \mu \)m. Once captured, the raw height maps were cut to the same size (i.e. 19.3 mm \( \times \) 9.3 mm) as surface topographies acquired by EFCM.

Using the same protocol as for the profiles, five different surface maps were scanned on each specimen to estimate the measurement repeatability with both measuring systems. In order to precisely quantify the distortions due to the residual stresses, topographic measurements were performed before and after separation of the parts from the base plate.

---

**Fig. 2.** Various laser scan strategies investigated: unidirectional scan pattern with a scan angle \( \theta = 0^\circ \) (a) or 45° (b), rotating scan pattern with a hatch angle \( \beta = 90^\circ \) (c), and inward concentric scan pattern (d).

**Fig. 3.** Schematic diagram of topographic measuring devices: (a) extended field confocal microscope (AltiSurf 520) [36]; (b) focus variation microscope (Alicona Infinite Focus) [37].
2.3. Extracting and quantifying the distortion

2.3.1. Profile processing

The raw profiles were processed using the surface metrology software Mountains Map® (DigitalSurf). The first step consisted to interpolate non-measured points by considering the value of their nearest neighbours. Then, the profile was levelled by least mean squares (LMS) subtraction to correct the non-parallelism between the optical sensor and the surface of the specimen. To describe the bending due to the release of residual stresses, the points of the profile were fitted by a second-order polynomial function expressed as:

\[ z = f(x) = ax^2 + bx + c, \]  

where \( z \) is the altitude of the points of the profile, \( x \) the coordinates of these points, and \( a, b \) and \( c \) are the coefficients of the function.

The magnitude of distortion was finally assessed by calculating the parameter \( Pt \), which corresponds to the total depth of the concave shaped curve of Fig. 4b. A sensitivity study showed that there was little difference (less than a few micrometres) in the \( Pt \) value determined using a polynomial of degree 2, 3 or even 4. On the other hand, a polynomial of higher degree (5 or more) would take into account various defects which are rather the signature of the process (for example, the weld tracks, balling, and unmelted powder). Therefore, it was decided to set the degree of the polynomial function at 2.

2.3.2. Surface topography processing

The processing procedure was the same as for profiles, except that the operations were carried out on surfaces (Fig. 5a). First, the non-measured points were interpolated and the surface levelled by LMS plane subtraction. The distortion was fitted by a quadratic polynomial surface expressed as a function of \( x \) and \( y \) as:

\[ z = g(x, y) = ax^2 + by^2 + cxy + dx + ey + f, \]  

where \( z \) is the altitude of the points of the surface, \( x \) and \( y \) are the coordinates of these points, and \( a, b, c, d, e \) and \( f \) are the coefficients of the function. Then, standardized flatness parameters such as the peak-to-valley (or total) flatness deviation \( FLT_t \) and the root mean square (or quadratic) flatness deviation \( FLT_q \) were calculated on the resulting surface shown in Figure 4b, without additional filtering. According to ISO 12781-1 [38], \( FLT_t \) is defined as:

\[ FLT_t = FLT_{tp} + FLT_{tv}, \]  

where \( FLT_{tp} \) is the value of the largest positive local flatness deviation from the least squares reference plane and \( FLT_{tv} \) is the absolute value of the largest negative local flatness deviation from the least squares reference plane.

\[ FLT_q = \frac{1}{A} \int LFD dA, \]  

where \( LFD \) represents the local flatness deviation and \( A \) the surface area of the flatness feature.

\( FLT_t \) was considered as the most useful flatness parameter from a metrological point of view [39].

In addition, curvature attributes were determined using a Matlab® routine. Curvature describes how much the curve deviates from a straight line, in a given direction and at a particular point of the curve [40]. For a function \( f(x) \), the curvature \( k(x) \) can be expressed in terms of second derivatives as:

\[ k(x) = \frac{d^2f/dx^2}{(1 + (df/dx)^2)^{3/2}}. \]  

In a three-dimensional space defined by orthogonal \((x,y,z)\) axes where \( x \) and \( y \) represent the map axes and \( z \) the depth axis, a surface can be described by a function \( z = f(x,y) \) which was equivalent in our case to a quadratic polynomial (Eq. 1). The curvature tensor \( K \) can be expressed by the following relation:

\[ K = \begin{pmatrix} K_{xx} & K_{xy} & K_{xz} \\ K_{yx} & K_{yy} & K_{yz} \\ K_{zx} & K_{zy} & K_{zz} \end{pmatrix} = \begin{pmatrix} \frac{\partial^2 z}{\partial x^2} & \frac{\partial^2 z}{\partial x \partial y} & \frac{\partial^2 z}{\partial x \partial z} \\ \frac{\partial^2 z}{\partial y \partial x} & \frac{\partial^2 z}{\partial y^2} & \frac{\partial^2 z}{\partial y \partial z} \\ \frac{\partial^2 z}{\partial z \partial x} & \frac{\partial^2 z}{\partial z \partial y} & \frac{\partial^2 z}{\partial z^2} \end{pmatrix}. \]

The normal curvatures can be defined by planes which are orthogonal to the surface. The intersection of these two orthogonal planes with the surface describes the principal curvatures (\( K_{\text{max}} \) and \( K_{\text{min}} \)). The maximum curvature \( K_{\text{max}} \) and the minimum curvature \( K_{\text{min}} \) correspond respectively to the curvatures calculated in the directions \( O_{\text{max}} \) and \( O_{\text{min}} \), for which the curvatures take the largest and the lowest absolute values.

According to [30], the mean curvature \( K_m \) was defined as the average of the principal curvatures \( K_{\text{min}} \) and \( K_{\text{max}} \) [40]:

\[ K_m = \frac{1}{2} (K_{\text{max}} + K_{\text{min}}). \]
\[ K_m = (K_{\text{max}} + K_{\text{min}})/2. \]  

Roberts [40] showed that the mean curvature was not particularly useful for describing the surface, since it tends to be dominated by and consequently visually similar to the maximum curvature \( K_{\text{max}} \) which can be considered as a more meaningful attribute. However, since \( K_m \) helps to derive the principal curvatures, it can be useful to calculate its value from the coefficients of the polynomial function (Eq. 2) using the following equation [41]:

\[ K_m = \frac{a(1 + e^2) + b(1 + d^2) - cde}{(1 + d^2 + e^2)^{3/2}}. \]  

Gaussian curvature \( K_g \) was defined as the product of the principal curvatures \( K_{\text{min}} \) and \( K_{\text{max}} \) [40]:

\[ K_g = K_{\text{min}} \cdot K_{\text{max}}. \]  

As for \( K_{\text{min}} \) this attribute has only limited applications to describe surfaces, but is useful to derive other curvature attributes. \( K_g \) was calculated as a function of the coefficients of Eq. (2) using the following relationship [41]:

\[ K_g = \frac{4ab - c^2}{(1 + d^2 + e^2)^2}. \]  

3. Results

3.1. Repeatability of distortion measurements

3.1.1. 2D parameters

Statistical results of profile measurements by EFCM, expressed by the standard deviation \( \sigma \) and the coefficient of variation \( C.V. \) (or relative standard deviation, defined as the ratio of the standard deviation to the mean), are reported in Tables 3 and 4 respectively for the two optical probes of different ranges. First, we note that the two sensors give significantly different mean distortion magnitudes, with an average difference of 7 \( \mu \)m in both \( X \) and \( Y \) directions. It can be considered that the 3 mm probe should be more suitable due to its greater depth of field and an axial resolution (0.1 \( \mu \)m) sufficiently accurate to measure shape deviations. For both sensors, profile measurements along \( X \) give \( C.V. \) of less than 8\%, attesting to relatively low measurement dispersions. Higher \( C.V. \) values, close to or greater than 20\%, are obtained along \( Y \) direction especially for the specimens built with \( \theta = 0^\circ \) and \( 90^\circ \).

Micrographs of the upper surface of the specimens observed with a scanning electron microscope (SEM) reveals a very coarse and heterogeneous surface quality (Fig. 6). Surface defects such as weld tracks (appearing as ridge-like formations indicating the path followed by the laser while traversing the powder bed), spatter, unmelted and partially melted powder particles (appearing as sphere-like protrusions stuck to the surface), are clearly visible. It is well known that AM processes by powder-bed fusion produces parts with high surface roughness [8,42].

---

**Table 3**

Total magnitude of the distortion (Pt) determined on 2D profiles acquired by EFCM (with a 350 \( \mu \)m optical sensor) on specimens removed from the base plate.

<table>
<thead>
<tr>
<th>Laser scan orientation strategy</th>
<th>Profile direction</th>
<th>Mean (( \mu )m)</th>
<th>Std. dev. (( \mu )m)</th>
<th>C.V. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta = 0^\circ )</td>
<td>( X )</td>
<td>168.8</td>
<td>1.85</td>
<td>1.09</td>
</tr>
<tr>
<td>( \theta = 45^\circ )</td>
<td>( X )</td>
<td>101.9</td>
<td>5.84</td>
<td>5.73</td>
</tr>
<tr>
<td>( \theta = 90^\circ )</td>
<td>( X )</td>
<td>56.4</td>
<td>2.41</td>
<td>4.28</td>
</tr>
<tr>
<td></td>
<td>( Y )</td>
<td>29.6</td>
<td>5.64</td>
<td>19.0</td>
</tr>
</tbody>
</table>

**Table 4**

Total magnitude of the distortion (Pt) determined on 2D profiles acquired by EFCM (with a 3 mm optical sensor) on specimens removed from the base plate.

<table>
<thead>
<tr>
<th>Laser scan orientation strategy</th>
<th>Profile direction</th>
<th>Mean (( \mu )m)</th>
<th>Std. dev. (( \mu )m)</th>
<th>C.V. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta = 0^\circ )</td>
<td>( X )</td>
<td>178.6</td>
<td>2.74</td>
<td>1.53</td>
</tr>
<tr>
<td>( \theta = 45^\circ )</td>
<td>( Y )</td>
<td>106.7</td>
<td>3.89</td>
<td>3.64</td>
</tr>
<tr>
<td>( \theta = 90^\circ )</td>
<td>( X )</td>
<td>11.4</td>
<td>0.79</td>
<td>6.98</td>
</tr>
<tr>
<td></td>
<td>( Y )</td>
<td>26.3</td>
<td>3.73</td>
<td>25.1</td>
</tr>
</tbody>
</table>

---
and anisotropic properties related to the laser trajectories \([7,26]\). This was confirmed on the investigated specimens by profile measurements carried out according to ISO 4287 \([43]\) and ISO 4288 \([44]\) standards, which give an arithmetic average roughness \(R_a\) ranging between 10 and 20 \(\mu m\) depending on the scan strategy. Such surface heterogeneity can lead to uncertainty and dispersion in the mathematical fit of the polynomial function representative of the flatness deviation. This is particularly critical when the distortion is low, as is the case with profiles along \(Y\) whose magnitude is lower to 30 \(\mu m\). For the specimen built with \(\Theta = 45^\circ\), \(C.V.\) is of the same order of magnitude in both directions. This is related to the path of the optical probe when measuring the profiles, because the welds are crossed at 45\(^\circ\) both in \(X\) and \(Y\) directions.

### 3.1.2 3D parameters

Flatness parameters (i.e. \(FLT_t\) and \(FLT_q\)) and curvature attributes \((K_{\text{min}}, K_{\text{max}}, \kappa_{\text{min}}, \kappa_{\text{max}})\) determined on surface topographies measured by EFCM are reported in Table 5. \(C.V.\) values are less than 4\% for all investigated specimens, except for the minimum curvature \(K_{\text{max}}\) which exhibits a greater dispersion (3\% < \(C.V.\) < 16\%) probably due to the particularly low value of this attribute. One can notice the very good repeatability of the orientation \(O_{\text{max}}\) of the maximum curvature \((C.V. < 1\%)\). As can be seen in Table 5, the evolution of flatness and curvatures parameters does not show the same trend as a function of the orientation of the laser scan \(\Theta\). The reason is that curvature attributes are independent on the specimen geometry than the flatness parameters. The second one should therefore be used preferentially when comparing experimental measurements obtained on different geometries.

Fig. 7a and b shows a strong similarity between the surface topographies obtained by FVM and EFCM, respectively. Both reveal the specimen bending and some topographic features such as the weld tracks and unmelted particles appearing as peaks. However, the FVM surface map has a smoother appearance than the EFCM one, certainly because of a less noisy signal (with unmeasured points representing less than 0.05\% of the total area). Compared to EFCM, results obtained from the Alicona FVM give slightly lower mean values for all attributes (Table 6). This difference could be due to the lower \(x\)-resolution achieved with the principle of FVM. However, FVM provides improved measurement repeatability \((C.V. \leq 1\%)\) except for \(K_{\text{max}}\) which is again more scattered than other curvature attributes \((C.V. \text{ up to } 5\%)\).

In Table 7 are reported the calculated percentage differences between the parameter mean values measured with FVM and EFCM. Remarkably low differences (\(\leq 3\%\)) are observed for the two specimens with the largest distortions (i.e. \(\Theta = 0^\circ\) and \(45^\circ\)), except for \(K_{\text{max}}\) due to its poorer repeatability. The differences are somewhat larger for the specimen built at \(90^\circ\) (between 1.7 and 11.3\%), especially for the curvatures attributes \(K_{\text{max}}\) and \(K_{\text{min}}\). However, regarding the main orientation of the distortion \(O_{\text{max}}\), the difference is always very small (less than 1\%) whatever the scan orientation. This parameter can therefore be considered as particularly repeatable and robust.

### 3.2 Comparative measurements before and after cutting

In Table 8 are reported the flatness deviations and curvature attributes measured by EFCM on some specimens built with various laser scan strategies (as described in Fig. 2), before and after the part has been removed from the plate. In addition, the evolution of the total flatness deviation \(FLT_t\) is graphically shown in Fig. 8a. This graph indicates that before cutting, the flatness deviation is relatively low and close for all investigated specimens \((FLT_t = 36.3 \mu m \pm 4.8 \mu m)\) for all scan strategies (Table 8). This increase is about 80\% on average for both parameters, indicating that most of the tensile residual stresses are released after cutting, thus causing bending of the specimen.

Fig. 8b indicates that the orientation of the maximum distortion \(O_{\text{max}}\) is very close to 180\° (i.e. aligned with longitudinal \(x\)-axis) for all specimens before removal from the base plate, while it varies considerably after cutting. An exception is however noted for the specimen built perpendicular to the \(X\)-axis \((\Theta = 90^\circ)\) for which \(O_{\text{max}}\) remains substantially unchanged (although with a higher curvature).

<table>
<thead>
<tr>
<th>Laser scan orientation</th>
<th>(FLT_t) ((\mu m))</th>
<th>(FLT_q) ((\mu m))</th>
<th>(K_{\text{min}}) ((\mu m^{-1}))</th>
<th>(K_{\text{max}}) ((\mu m^{-1}))</th>
<th>(K_{\text{m}}) ((\mu m^{-1}))</th>
<th>(O_{\text{max}}) ((^\circ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Theta = 0^\circ)</td>
<td>204.6</td>
<td>55.2</td>
<td>3.95</td>
<td>1.29</td>
<td>2.62</td>
<td>93.0</td>
</tr>
<tr>
<td>Mean</td>
<td>4.76</td>
<td>0.98</td>
<td>0.067</td>
<td>0.093</td>
<td>0.082</td>
<td>0.37</td>
</tr>
<tr>
<td>(C.V.) (%)</td>
<td>2.33</td>
<td>1.77</td>
<td>1.70</td>
<td>7.24</td>
<td>3.13</td>
<td>0.39</td>
</tr>
<tr>
<td>(\Theta = 45^\circ)</td>
<td>180.1</td>
<td>37.6</td>
<td>3.20</td>
<td>0.60</td>
<td>1.90</td>
<td>125.8</td>
</tr>
<tr>
<td>Mean</td>
<td>1.48</td>
<td>0.17</td>
<td>0.052</td>
<td>0.096</td>
<td>0.071</td>
<td>1.02</td>
</tr>
<tr>
<td>(C.V.) (%)</td>
<td>0.82</td>
<td>0.44</td>
<td>1.62</td>
<td>16.0</td>
<td>3.76</td>
<td>0.81</td>
</tr>
<tr>
<td>(\Theta = 90^\circ)</td>
<td>109.7</td>
<td>23.2</td>
<td>3.55</td>
<td>1.44</td>
<td>2.49</td>
<td>177.4</td>
</tr>
<tr>
<td>Mean</td>
<td>3.55</td>
<td>0.69</td>
<td>0.12</td>
<td>0.047</td>
<td>0.072</td>
<td>0.31</td>
</tr>
<tr>
<td>(C.V.) (%)</td>
<td>3.24</td>
<td>2.98</td>
<td>3.38</td>
<td>3.29</td>
<td>2.90</td>
<td>0.18</td>
</tr>
</tbody>
</table>
4. Discussion

Fig. 9 shows the evolution of the C.V. resulting from repeatability tests as a function of the mean value of the distortion magnitude, for both profile and surface measurements by EFCM and FVM. The repeatability of 3D topographic measurements clearly appears much better compared to 2D profiles. In fact, the flatness and curvature parameters are statistically more representative than the magnitude of distortion estimated from one or a few isolated profiles, which depends substantially on their position on the specimen. This is particularly true on anisotropic or inhomogeneous rough surfaces such as those produced by SLM. As shown by the fitted curve by a power law, the greater the deformation, the better the measurement repeatability. It will therefore be favourable to use a test geometry enabling the greatest possible deformations to be generated.

Unlike many other optical techniques that are limited to coaxial illumination, the maximum slope angle measurable by FVM does not depend solely on the numerical aperture of the lens since it can also be adjusted by the flexibility of the technique in terms of use of light (such as a ring light). This overcomes most limitations when measuring surfaces with strongly varying reflectance properties within the same field of view. This advantage has been clearly demonstrated for applications such as measurement of steep surface flanks or welding spot inspections, which have a very irregular shape with steep flanks and difficult reflective behavior [37]. In our case, the SLM surfaces have many asperities with sharp slopes (Fig. 7), leading to measurement artifacts by EFCM because of the reflective behavior of some surface points outside the angle limit of the optical probe. This may explain the best repeatability observed for topographic measurements made by FVM compared to measurements by EFCM, which is probably also related to better lateral resolution (4 μm for FVM versus 10 μm for EFCM). Furthermore, acquisition times of surface topographies can be particularly long, typically several hours with EFCM for the measurement conditions...
The 3D approach provides different parameters which are very relevant in understanding the distortion phenomena in relation to the process parameters. Besides the amplitude parameters (FLIt and Kmax), the main orientation (Omax) of the distortion highlights the effect of the laser scanning strategy. Fig. 10 shows the distortion shapes extracted from the height maps for various scanning orientations θ. It reveals that Omax coincide with the vertical axis (at x = 10 mm) only for θ = 0° (Fig. 10a), while the axis of bending changes when θ departs from 0° (Figs. 10b and c). Since the residual stresses are generated mainly along the laser scan direction, the resulting distortion is oriented perpendicular to θ. Parry et al. [45] recently established through thermo-mechanical simulation that the greatest stress component develops parallel to the scan vectors.

Changing the orientation of the laser scanner varies not only Omax, but also the distortion magnitudes along X and Y, without however reversing the values by varying θ from 0° to 90° (Tables 3 and 4). The difference in distortion amplitude along X and Y is inherent to the asymmetric geometry of the bridge specimen (whose length is twice as large as its width). This geometry naturally promotes bending at the thinnest area of the specimen, i.e. along X-axis (as illustrated in Fig. 8a). Thus, the distortion magnitude along X for θ = 0° remains higher than along Y for θ = 90°. In addition, the maximum deformation is induced by a unidirectional laser scan along the x-axis (θ = 0°) which also leads to the longest scan vectors, while the minimal deformation is observed for θ = 90° which exhibits the shortest scan vectors (Fig. 8a).

Several experimental and numerical works [9,15,28,29,46] have reported a link between the length of the scan vectors and the residual stresses. These considerations further underline the relevance of 3D measurements, since the resulting parameters (especially Omax) make it possible to better explain and correlate the results with the process parameters, that would not be from simple profile measurements. It must be emphasized that all the results discussed above were obtained on the specimens removed from the base plate.

Measurements made on the specimens prior to separation from the support plate revealed much smaller distortion magnitudes than after cutting (about 80% lower). Moreover, the distortion amplitude before cutting is close to the quantification limit allowed by the measurement method (35 μm). This distortion can be neglected in the present study, since the distortion after cutting reflects the total released residual stresses. However, the distortion before cutting should be considered when its magnitude is significant, and this in order to precisely correlate the distortions with the residual stresses. Based on a numerical model developed to predict the distortion of SLM manufactured parts, Li et al. [13] found that the tensile stress in a cantilever specimen decreased by 70% when it was removed from the support. With this kind of geometry, the distortion is relatively high before cutting and must be taken into account.

As previously shown (Fig. 8b), the orientation of the distortion before cutting seems independent of the scan strategy (Omax close to 180° whatever the laser scan orientation, the hatch angle, etc.). In fact, the orientation of the main deformation Omax corresponds to the maximum curvature Kmax, which represents the deflection rate over a given length (Eq. 5). Since profile measurements along X and Y revealed that before cutting, the distortion amplitudes are very close in both directions, and the geometry of the bridge specimen is asymmetric (X = 2Y), then the
curvature $K_{\text{max}}$ is logically maximum in the direction ($Y$). It is only after cutting that the impact of the orientation of the weld seams on $O_{\text{max}}$ is effective. A comprehensive investigation to determine the effect of laser scan strategy on residual stresses and validate these assumptions is planned.

5. Conclusions

A new method, based on the bridge curvature method (BCM) and non-contact optical measurements of the specimen surface (by EFCM or FVM), was developed to assess the distortions for application to SLM manufactured parts. Repeatability tests revealed that measurements on 3D surface topographies are more robust than 2D profile measurements. An excellent repeatability was obtained in particular on surface height maps measured by FVM. However, surface defects such as unmelted powders can affect the measurement accuracy of the distortion when its magnitude is less than 40 $\mu$m, which corresponds to the median size of the powder particles.

Compared to 2D methods and associated criteria reported in the literature, flatness deviation parameters (such as $\text{FLT}_t$ and $\text{FLT}_q$) and curvature attributes (such as the mean curvature $K_m$ or the maximum curvature $K_{\text{max}}$) proposed in our approach are more reliable as representative of the overall deformation of the specimen. In addition, the 3D approach makes it possible to have a better knowledge of the deformation distribution on the specimen, and especially to determine unambiguously the maximum distortion and its associated orientation. It was also shown that, before the specimen was removed from the base plate, the flatness deviation remains low and quasi-independent of the scan strategy, while it increases on average by 80% after cutting of the specimen.

This methodology can be applied to study the effect of process parameters such as the laser scan strategy and the part geometry on deformations and residual stresses, using bridge-shaped specimens or any other type of specimen (such as cantilever) provided that it has a

---

**Fig. 10.** 3D height maps showing the distribution of the distortion for different laser scan orientations $\theta$, after removing the specimen from the base plate: a) $\theta = 0^\circ$, c) $\theta = 45^\circ$, d) $\theta = 90^\circ$ (the white dotted line indicates the main orientation of the distortion $\theta_{\text{max}}$).
flat upper surface. The 3D mapping of the surface deformation could also help validate thermo-mechanical simulation of the process used to predict residual stresses and distortions in SLM manufactured parts.
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