Software Cost and Duration Estimation Based on Distributed Project Data: A general framework
Safae Laqrichi, François Marmier, Didier Gourc

To cite this version:
Safae Laqrichi, François Marmier, Didier Gourc. Software Cost and Duration Estimation Based on Distributed Project Data: A general framework. I-ESA 2014 - 7th International conference on Interoperability for Enterprises Systems and Applications, Mar 2014, Albi, France. p.213-224, 10.1007/978-3-319-04948-9_18 . hal-01710022

HAL Id: hal-01710022
https://hal-mines-albi.archives-ouvertes.fr/hal-01710022
Submitted on 5 Dec 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
1

Software cost and duration estimation based on distributed project data: A general framework
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Abstract. Effort estimation is one of the most challenging tasks in the process of software project management. Enhancing the accuracy of effort estimation remains a serious problem for software professionals. Accurate estimation is difficult to achieve. The main difficulty is to collect distributed knowledge as data and information are often dispersed over different services, departments or organisations. Other main difficulty is to propose a model representative enough of this multi-partner behaviour. The objective of this study is to propose a general framework of the estimation starting from the analysis of the available projects database, the choice and establishment of estimation model, up to the use of this model to make estimation for new projects. In this paper, a comparative study between regression models and neural network models is performed. The proposed study is applied on a dataset of an automotive company.
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1.1 Introduction

Effort estimation is an important activity in software project management. Estimation in software projects consists in predict likely amount of effort, time and staffing level that are required to build a software system. It is used in the whole development life cycle of the software project from the bidding until the maintenance of the software. Both project managers and clients use effort estimation to predict the effort, the duration and the cost required to develop their software projects in order to establish contracts. Under estimating the effort and the cost required to develop a project results in budget overruns, while over estimating can lead to miss of biddings. Accurate estimation is then very important for companies’ benefit and success.

Estimation is a complex activity that requires a high level of interoperability in both steps of model establishment and estimation for new projects. Indeed, the
modeling step needs various data about previous projects that are dispersed over different services and entities (financial data, technical project data…). The estimation step requires various distributed data about new projects to estimate as well. Thus, entities have to communicate and collaborate to provide required information.

Various effort and duration estimation approaches were been developed. Traditional and well-known ones include expert judgment, Delphi, COCOMO and Putnam’s SLIM. However, estimation methods did not produce sufficiently accurate results, this is why approximately 44% of software projects according to the Standish Group International fail on meeting the commitment on quality, time and cost.

A set of factors can influence the estimation accuracy and lead to estimations far from the reality. It includes, among others: lack of information about completed previous projects; use of new technologies; lack of experience with similar projects; choice of estimation approach and more [1].

The challenge of improving estimates accuracy has led to the development of several new methods and techniques for effort, duration and cost estimation. These methods are based on artificial intelligence such as NN (Neural Network) models.

Our work first focuses in formalizing the general estimation framework. This framework enables to compare different models. In this paper, we study the case of regression and NN estimation models applied on a big and diversified case study. This case study does not contain size project that is usually considered to be an important cost driver in estimation model establishment.

The present paper is organized into three sections: the first section presents literature review on effort estimation process, regression and NN models and their comparisons work carried by researchers. In the second section, a general framework for estimation is proposed. Finally, in the third section, the proposed framework is applied to a case study from the automotive industry.

1.2 Literature review

1.2.1 Estimation in software projects

The estimation process is based on two principal activities that are: (i) project size measure and (ii) effort, cost and duration estimation.

Project size (i) expresses the size of the software that is derived from the quantification of functional requirements specified by users [ISO/IEC14143]. Project size can be calculated by several methods and techniques of functional measurement such as FPA (Function Point Analysis) and COSMIC FP (COSMIC Function Point), thus it can be expressed in different units such as function points (FP) and source lines of code (SLOC).

The development effort (ii) is a function of the project size; it is expressed in man-hours, man-days or man-months. Duration estimation is either a function of project size or can be derived from the development effort. Effort and duration estimation, once estimated enable to calculate the project cost and staffing.
Various effort estimation methods can be used in the estimation process. They can be grouped in three main categories: (1) experience based methods, which is based on the expert intuition and experience drawn from previous executed project, such as expert judgment and analogy, (2) algorithmic model based methods, which are mainly based on equations expressing the effort as a function of discriminant parameters influencing the effort called effort drivers. Parametric models are established using historical data from complete projects, some of commonly used models are regression based models and Bayesian analysis based models. (3) Non-algorithmic model based methods, which model the relationship between the estimated variable and cost drivers using artificial intelligence techniques like NN and fuzzy logic. The relationship is not assumed to be well known or modelizable to specific shapes or equations.

Regression is a widely used modeling technique and NN is a recent and evolutionary modeling technique. In this study, our attention was drawn to these two modeling techniques for the estimation activity of the global process (ii) because they seem to provide good estimates.

1.2.2 Regression models versus Neural Network models

Regression models are still the most popular models in literature; they include COCOMO and Putnam. Regression aims to model the relationship between inputs and outputs. In software estimation, the inputs are the discriminant parameters influencing the estimated variable called effort or cost drivers, the mean cost driver is the software size that is usually expressed in the Source Lines of Code. The output is the estimated variable that can be effort or duration or cost.

There are various types of regression that have been used in effort estimation models namely linear or multi linear regression, non-linear regression that was, and ordinal regression.

NN is a massively parallel adaptive network of simple nonlinear computing elements called Neurons, which are intended to abstract and model some of the functionality of the human nervous system in an attempt to partially capture some of its computational strengths.

NN is used in effort estimation due to its ability to learn from previous data. It is also able to model complex relationships between the dependent (effort or duration or cost) and independent variables (cost drivers). In addition, it has the ability to learn from the training data set thus enabling it to produce acceptable results for unseen data. But NN has one short coming that its estimation reason or relation between inputs and outputs cannot be justified. Different NN based model are proposed to predict and estimate effort and duration as COCOMO based NN model and radial basis function NN model.

Several research works have compared NN models with regression models. Finnie compared regression model with two AI based estimation models that are case based reasoning and NN for software development effort. Authors found that AI based models perform better for complex software projects and outliers in training dataset than regression model. However, they gave no justification or explanation for the obtained results.
Heiat [13] experimented FFNN (Feed-Forward Neural Network) with function point and RBNN (Radial Basis Neural Network) with SLOC for a dataset of 67 projects. Author concluded that NN approach is competitive with regression for same cases and significantly more accurate for others. This study presents some limitations: the size of data sets is small, the data sets used varied only in size and complexity varied in terms of language platform.

### 1.3 Framework of estimation of effort, duration and cost

The study presented in this paper relies on the framework shown below (Fig 1.1.)

![Fig 1.1. Framework of estimation for a software project](image)

This methodology consists on three major steps:

- (a) Preparation of data: based on raw database containing information collected from previous achieved software projects
- (b) Establishment of estimation models: consists on the establishment of estimation models to compare. For this study, the estimation models processed and compared within this framework are (b1) regression model and (b2) NN model.
- (c) Evaluation and comparison of models using evaluation criteria and performance indicators.
- (d) Estimates of effort, duration or cost using the selected estimation model

These four steps are detailed below.

#### 1.3.1 Data preparation (a)

Organization’s projects database is built over years by projects teams in order to capitalize the experience and information related to completed projects. It contains information about previous achieved projects such as project duration, project cost, project type, and platform development.

Steps for database preparation can be summarized as follows:

- Cleaning database: datasets related to irrelevant project parameters, such as parameters concerning information capitalization are discarded. Also, duplicate projects, that are projects with the same parameters but different estimates, are reduced.
- Performing statistical tests: The projects database is explored to determine cost drivers. For this purpose, the statistical test of Pearson correlation and one-way ANOVA can be used [14], they enables to examine the significance between the projects parameters and the variables to estimate in order to select the parameters with significant influence on these variables. The Pearson’s correlation test is used for parameters with the ratio scale
whereas One-Way Analysis of Variance (ANOVA) is used for parameters with the nominal scale. After determining cost drivers, the other parameters are discarded from the database. Projects with missing values in cost driver fields are discarded. Then, the variables to estimate are adjusted to be normal by discarding projects identified as outliers. A step of data normalization is required for the NN model establishment.

- Dividing database: the projects data should be divided into two segments, one used to establish and train the effort estimation model and the other used to test and validate it. The holdout method or the k fold cross-validation [16] approach can be used for this purpose.

In this stage, the projects database is prepared in order to establish effort estimation models.

1.3.2 Establishment of estimation models

(b1) Regression model establishment
The regression model establishment consists on modeling the relationship between dependant variables Y and independent variables Xᵢ in the form of a linear equation as:

\[ Y = a_1X_1 + a_2X_2 + ... + a_nX_n \] (1.2)

For our study, dependent variables are variables to estimate and independent variables are cost drivers. In order to establish the multi linear regression between these variables based on database, many statistical tools can be used such as XLSTAT.

(b2) NN model establishment
Steps for NN model establishment can be summarized in the figure below (Fig 1.2.)

![Algorithm for NN model establishment](image)
1. NN design consists in defining the architecture of the NN (the number of inputs, the number of output, the number of hidden layers and nodes, activation function). The number of inputs is the number of the projects characteristics, the number of outputs is the number of variable to estimate, the numbers of hidden layer and hidden layer nodes are less than or equal to twice the number of inputs [17]. Activation function is used to transform and squash the amplitude of the output signal of a neuron to some finite value. Some of the most commonly used activation functions are sigmoid, Tanh, and Gaussian [18]. There are a multitude of NN architecture and structure; the most used one is called Multilayer Perceptron (MLP) that is a feed forward artificial NN, i.e. the network is structured in a hierarchical way. It consists of different layers where the information flows only from one layer to the next layer. In this NN, Each node in one layer connects with a certain weight $w_{ij}$ to every node in the following layer. Input nodes distribute the signals to the nodes of the first hidden layer without processing it while nodes of hidden layers are neurons (or processing elements) with a nonlinear activation function [19,20] (view Fig 1.2.).

![Fig 1.3. Architecture of a Multilayer Perceptron (MLP)](image)

2. Training: The two main techniques employed by neural networks are known as supervised learning and unsupervised learning. In unsupervised learning, the NN requires no initial information regarding the correct classification of the data it is presented with. Supervised training works in much the same way as a human learns new skills, by showing the network a series of examples. The most used supervised training algorithm is back propagation algorithm [13]. The objective of training is to determine the weights of the NN to bring the outputs of the whole network closer to the desired outputs.

3. Test: After training NN, the test is performed on the database reserved for testing. It makes it possible to measure the potential of success of the trained NN using evaluation criteria. As the figure show, if the results of test are not satisfying, the architecture of the NN model is modified until reaching good error.

### 1.3.3 Evaluation and comparison of models (c)

Model evaluation aims to measure how much model fits the context of the study. This context is defined by the variables to estimate, the database and the cost drivers used in estimation process.
The evaluating of estimation models makes it possible to compare them in order to choose the most adequate one. For this purpose, different accuracy indicators can be used for this study such as the Mean Magnitude of Relative Error (MMRE), the Pred(0.25) [21] [22] [23].

1.3.4 Estimation of effort, duration or cost (d)

This last step consists on the implementation of the established models in order to estimate effort, duration or cost for new projects. For estimation using regression model, parameters of the model must be determined for the project to estimate. Then the variable to estimate is simply calculated. For estimation using NN model, parameters must be determined then normalized in the same manner as projects database was normalized during database preparation (a). After that, the variable (s) to estimate is (are) then calculated then converted back to their real scale.

1.4 Case Study

The experiment described in this paper is carried on the data provided by an industrial company operating in the automotive sector. The main mission of the company is the design, production and sale of vehicles and mechanical components. The company is also involved in financing vehicle sales and dealership inventories.

The database used in this case study consists on 6078 projects that are either carried or under way. These projects concern several domains of software industry (Cars, finance, commerce…) and their informations are organized into fourteen categories that involve 364 attributes. Due to lack of information about development effort, our focus will be put on the estimation of duration and cost.

1.4.1 Implementation of the methodology

The analysis of the database and the statistical tests enables to obtain a database of 214 projects and 4 attributes that are: project type, project BU, project difficulty, and domain. All cost drivers are qualitative, hence they should be transformed into dummy or binary variables [24].

For regression model establishment (b1), software of data and statistic analysis is used in this work; it makes it possible to automatically establish the regression model using the database. As cost drivers are qualitative in this case study, a special case of linear regression called Analysis of variance (ANOVA) [25] is used to both transform cost drivers into binary variables and establish the estimation model.

For NN model establishment (b2), after transforming cost drivers into binary variables, outputs, that are duration and cost, are normalized to values between zero and one. The resulting database for NN model establishment consists of 27 binary cost drivers and 2 outputs.
For this case study, MLP architecture is used with 27 inputs and 2 outputs. In order to determine the hidden layers numbers, training is repeated many times with the variation of the hidden layers number. The best number of hidden layers is that which provide the best performance in test phase. For training, as many experiences have shown that most NN are trained enough in less than 1000 epochs [26], the number of epochs in this study is set to 1000 epochs.

1.4.2 Experimental results

The established regression and NN model for estimating duration and cost are applied on the case study, and then the evaluation criteria are calculated. Table 1.1. presents accuracy indicators calculated for duration and cost estimation using regression and NN.

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Duration estimation models</th>
<th>Cost estimation models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using regression</td>
<td>Using neural network</td>
</tr>
<tr>
<td>MMRE %</td>
<td>69</td>
<td>23</td>
</tr>
<tr>
<td>Pred(0.25) %</td>
<td>20</td>
<td>72</td>
</tr>
</tbody>
</table>

We use these models to estimate duration and cost of a project for which real duration and cost has been measured at the end of the project by the project management service. The proposed approach gives the results in Table 1.2.

<table>
<thead>
<tr>
<th>Variables to estimate</th>
<th>Real achievement</th>
<th>Estimation using neural network</th>
<th>Estimation using regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration (day)</td>
<td>73</td>
<td>62.8</td>
<td>36</td>
</tr>
<tr>
<td>Cost (K€)</td>
<td>14,02</td>
<td>17,18</td>
<td>4556,5</td>
</tr>
</tbody>
</table>

1.4.3 Discussion

In this study case, effort estimation model cannot be established because information about effort is not provided in the database.

Table 1.1 shows that, compared to regression model, NN model provides more accurate estimation for both duration and cost. This can be explained by the capacity of NN to model complex relationship between cost drivers and variables to estimate. A second explanation has to do with the complexity of the case study. This complexity manifests through the lack of relevant parameters due to the lack of information in database and the use of only qualitative cost drivers.

Our approach was applied on an example of a project with known achievement characteristics to concretely observe the estimation results (table1.2.), for this example NN model shows better results than regression as well. The differences between the estimated variables and the real ones may be due to the uncertainty in the model parameters and components. For neural network there is a significantly
small uncertainty because NN has the ability to deal with the lack of data and cost drivers, in fact, it adjusts the model’s weights so that it covers this lack. But for regression models, a complete database and a complete list of cost drivers is necessary in order to achieve good results. Otherwise, there will be a bigger uncertainty in regression model’s coefficients.

1.5 Conclusion

The more accurate estimation is, the better the software project complies with the contractual commitments in terms of budget and duration. The model used for estimation is a crucial factor that affects estimation accuracy.

We presented a framework for estimation starting from the analysis of the available database up to the selection of the estimation model and its use on new projects. This framework is sufficiently flexible to provide estimation of different variables such as effort, duration and cost, depending on the available database about previous completed projects.

The attention was drawn to two models that are regression and NN models. The proposed framework was then applied on an industrial study case that consists of multisite IT projects. This study has shown that NN model is more accurate than regression model even with an important lack of information about previous projects. This lack of information can explain the uncertainty in estimations. Thus, it will be important to be able to measure this uncertainty in order to take it into account in the estimation process.

Future research studies can focus on the need of more realistic estimations by providing not a single value but an interval of estimation and a degree of trust associated to this interval.
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